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Exergy Analysis of Data Center
Thermal Management Systems
The modeling of recirculation patterns in air-cooled data centers is of interest to ensure
adequate thermal management of computer racks at increased heat densities. Most met-
rics that describe recirculation are based exclusively on temperature inside the data
center, and therefore fail to provide adequate information regarding the energy efficiency
of the thermal infrastructure. This paper addresses this limitation through an exergy
analysis of the data center thermal management system. The approach recognizes that the
mixing of hot and cold streams in the data center airspace is an irreversible process and
must therefore lead to a loss of exergy. Experimental validation in a test data center
confirms that such an exergy-based characterization in the cold aisle reflects the same
recirculation trends as suggested by traditional temperature-based metrics. Further, by
extending the exergy-based model to include irreversibilities from other components of
the thermal architecture, it becomes possible to quantify the amount of available energy
supplied to the cooling system that is being utilized for thermal management purposes.
The energy efficiency of the entire data center cooling system can then be collapsed into
the single metric of net exergy loss. When evaluated against a ground state of the external
ambience, this metric enables an estimate of how much of the energy emitted into the
environment could potentially be harnessed in the form of useful work. Thus, this paper
successfully demonstrates that the proposed exergy-based approach can provide a foun-
dation upon which the data center cooling system can be simultaneously evaluated for
thermal manageability and energy efficiency. �DOI: 10.1115/1.2787024�

Keywords: exergy, second-law analysis, data center, thermal management, electronics
cooling, energy efficiency
ackground

Recent trends of miniaturization in electronic devices and in-
reased levels of integration on computer chips have enabled the
xtensive compaction of equipment in data centers. Consequently,
ower density loads and corresponding heat dissipation in data
enters have multiplied over the past few years, leading to signifi-
ant cooling challenges and costs. For example, as discussed by
atel et al. �1�, the core building block of a typical state-of-the-art
ata center can be considered to consist of a hundred 10 kW
acks, air handlers and other thermal management devices in the
acks, as well as a supporting infrastructure of switchgear, genera-
ors, uninterruptible power supplies �UPSs� and associated
atteries/flywheel, power distribution units �PDUs�, chillers, hy-
ronics, cooling towers, etc. Such a core would require approxi-
ately 1 MW for the compute hardware core, 100 kW for air
overs and other thermal management devices in the racks, and

p to an additional 1 MW for the cooling resources used to re-
ove the heat from the racks �1,2�. In addition to the environmen-

al burden imposed by such energy use, the data center cooling
nfrastructures also impose a significant economic burden. Using
tandard grid rates, Patel and Shah �3� have estimated the annual
ost of running the above core at $2 million in recurring power
elivery, plus an additional $1.2 million each year in preventive
aintenance and amortization expenses. Considering that next-

eneration data centers may consist of numerous such cores, the

1Now at Hewlett Packard Laboratories, 1501 Page Mill Road, M/S 1183, Palo
lto, California 94304-1126.
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eering Congress �IMECE2003�, Washington, DC, November 15–21, 2003.

ournal of Heat Transfer Copyright © 20
performance of data center thermal management systems is of
interest for purposes of environmental energy conservation and
potential economic savings.

Figure 1 shows a schematic of a typical raised-floor air-cooled
data center. As with all compute equipment, the electrical power
supplied to the racks gets dissipated to the surrounding environ-
ment in the form of heat. To cool the data center, cold air is
supplied from a computer room air-conditioning �CRAC� unit.
The best practice is to divide the physical airspace of the data
center into cold and hot aisles, so that cold air enters the room
from the CRAC, gets heated up in the rack, and then is removed
from the room in the hot aisle �4,5�. Such a layout is represented
in Fig. 1, where a raised floor design is used to pressurize an
underfloor plenum that delivers flow to the room via perforated
tiles in the cold aisle. It should be noted that some equipment
manufacturers supply cold air from the top and/or sides of the
equipment and exhaust it from the top �or bottom� �6–8�, but the
vast majority of data center cooling systems consist of a raised
floor as described above. The rack exhaust from the hot aisle is
removed from the computing environment either via a room re-
turn or ceiling return mechanism. The warm air is then returned to
the CRAC unit, where it is refrigerated by a chilled water stream
or other thermal work input before being resupplied to the data
center environment at a desired supply temperature.

Such a data center architecture provides no direct control to
prevent the mixing of cold and warm airstreams. Previous re-
searchers have suggested localized control of recirculation
through blanking panels �9�, refrigerant-assisted spot cooling �10�,
or use of liquid heat exchangers on rack doors �11�, but these
solutions are far from commonplace. As a result, the typical data
center continues to reflect several inefficiencies in the cooling
infrastructure. For example, after the cold supply from the CRAC
unit has passed through an equipment rack and picked up the
dissipated heat, the warm stream may then return to a neighboring

rack and subsequently nullify the effect of cooling from vent tiles.

FEBRUARY 2008, Vol. 130 / 021401-108 by ASME
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his phenomenon, known as recirculation, is very common in the
nternal areas of the data center where the equipment density is
igh. If the warm air is recirculated to the rack inlet without any
batement, the intake of warm air to the chip-scale package could
esult in equipment failure. To avoid such an increase in inlet
emperatures to the computer rack units, data center operators
ften enable additional cooling capacity by minimizing the CRAC
upply temperature and increasing the CRAC flow rate. However,
s shown in Fig. 1, if the vent tiles are poorly configured, then this
ncrease in flow rate in turn may lead to short circuiting �direct
assage of cold air from vent tiles to system return�, and the
ignificant amount of energy spent in the CRAC units—meant for
ooling of racks—is essentially wasted.

Thus, potential cost and energy savings could be realized if
ecirculation concerns are resolved during the design or manage-
ent of data center thermal architecture. As a result, much recent

esearch has focused on studying airflow patterns in data centers.
arly studies, such as those by Kang et al. �12�, Patel et al. �13�,
nd Schmidt �14�, were based on computational fluid dynamics
CFD� models of the data center airspace. Subsequent studies
ave explored in greater depth the impact of CRAC handling on
ata center airflow. For example, VanGilder and Lee �15� and
chmidt et al. �16� have explored flow-management techniques
ia control of subplenum configurations and vent tile layout.
arki et al. �17,18� have performed various CFD simulations to

haracterize the relationship between airflow and data center
hysical characteristics, while VanGilder and Schmidt �19� and
admehr et al. �20� have characterized the flow through vent tiles

n raised floor data centers via computational modeling �19� and
xperimental measurement �20� for different CRAC settings. The
upply air distribution resulting from a single CRAC unit was
umerically modeled by Rambo and Joshi �21�, who also pre-
ented computational models of subrack thermal responses to
arious CRAC responses.

In addition to the above studies, which focus almost exclusively
n the fluidic aspects of recirculation, several researchers have
lso explored the impact of other parameters on data center ther-
al management. For example, Patel et al. �2� and Sharma et al.

22� have studied the impacts of asymmetry in data center rack
ayout on inlet air temperature specifications, while Bhopte et al.
23� and Schmidt and Iyengar �24� have investigated and at-
empted to optimize the data center layout for various design pa-
ameters, such as plenum height, ceiling height, and row length on
ack inlet temperatures. Similarly, the impact of rack parameters,
uch as location, loading, and local fan flow rates on the resulting
ack inlet temperatures, have been parametrically assessed by
chmidt and Cruz �25–28�. For nonraised floor data center cooling
onfigurations �such as room-supply/ceiling-return or ceiling-
upply/ceiling-return, etc.�, variations in the rack inlet air tem-
erature have been modeled by Shrivastava et al. �7� and Iyengar
t al. �8�, who found significantly different patterns of recircula-

ig. 1 Typical thermal architecture in a raised-floor data cen-
er. Best practice dictates dividing the room into hot aisles and
old aisles on either side of a row of racks.
ion for different data center architectures. The physics behind

21401-2 / Vol. 130, FEBRUARY 2008
inefficiencies, such as recirculation and short circuiting, have been
examined in greater detail by Bash et al. �29�, who in conjunction
with Sharma et al. �30,31� proposed the development of high-level
control policies to enable real-time feedback and control of data
center thermal architecture. To enable such policies, the following
nondimensional parameters were proposed based on rack inlet and
exhaust temperature �29,30�:

SHI =
�Q

Q + �Q

=
Enthalpy rise in cold aisle due to infiltration of warm air

Total enthalpy rise at rack exhaust

�1�

RHI =
Q

Q + �Q
=

Total enthalpy rise in data center airspace

Total enthalpy rise at rack exhaust

�2�

where SHI is the supply heat index and RHI is the return heat
index of the data center. Note that the sum of SHI and RHI is
always unity, and both parameters are scaled to vary between 0
and 1. Ideally, a case of no recirculation corresponds to SHI=0,
which will simultaneously lead to a value of RHI=1.

Numerical simulations by Sharma et al. �30� have demonstrated
that larger amounts of recirculation do indeed lead to higher SHI
values. The effects of geometric layout, rack height, and row
length can all be captured indirectly in the changing values of
SHI. These metrics can be useful for real-time feedback regarding
data center airspace behavior, particularly because the normalized
nondimensional nature enables scalability across the rack, row,
and room levels.

While the high-level estimates of mixing provided by the SHI
are useful for purposes of cooling control and thermal manage-
ment, Schmidt et al. �32,33� have argued that SHI-RHI by itself is
insufficient because a data center with favorable global profiles
�low SHI and high RHI� can still be subjected to local hotspots
that hinder adequate thermal management. To address this con-
cern, the following metric was proposed �32,33�:

� =
�Tinlet

�Track
=

Track
in

− Tsup

Track
out

− Track
in

�3�

A value of �=0 indicates that no hot air is recirculated to the
front of the rack, while a value of �=1 implies insufficient cold
air supply so that air from the hot aisle is directly recirculated
back to the inlet of the rack. A value of ��1 suggests that a local
self-heating loop exists, which is causing the air to be heated even
beyond the caloric heat gain due to heat addition from the rack. It
would appear that rack-level approximations of SHI and RHI can
perform the same function as �, and therefore use of either metric
would suffice for purposes of thermal management. Subrack ap-
proximations of recirculation would require estimates of SHI or �
at corresponding granularities.

While useful for estimating thermal manageability for a given
data center configuration, metrics such as SHI, �, the rack cooling
index �34�, etc., are still of limited use because limited informa-
tion is gained regarding the energy efficiency of the system. For
example, it is difficult to ascertain whether local hotspots are
formed primarily due to poor CRAC performance, suboptimal
equipment layout, unfavorable airflow patterns, etc. Other energy
efficiency indicators for the data center have been proposed else-
where �35–37�, but these metrics provide no information about
recirculation phenomena and corresponding impacts on the ther-
mal manageability of data centers. Thus, there remains a gap with
regard to an appropriate metric that fuses information about ther-
mal manageability and energy efficiency while providing insight
into methods of reducing recirculation in the data center airspace.

This paper proposes such a metric using the thermodynamic con-
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ept of exergy. The next section discusses, conceptually, how such
n approach might fill the metrology gap with regard to energy-
fficient data center thermal management.

xergy and Data Centers
The exergy of a system is a representation of the amount of

seful work that can be obtained from a given quantity of energy.
or example, the electricity supplied to the compute equipment is
very high quality of energy, as it can almost entirely be con-

erted into work. Therefore, the electricity supplied to the data
enter has a high exergy value. On the other hand, heat is a rela-
ively lower quality of energy, owing to the Carnot limitation on
he amount of work that can be extracted from a heat source. So,
he heat rejected by the racks inside the data center has a lower
xergy value. Alternatively, the conversion of electricity to heat is
n irreversible process: without any external input, the work avail-
ble from the electricity can never be recovered once the conver-
ion to heat has taken place. That is, exergy has been destroyed
uring the conversion of electricity to heat, so that the exergy
ontent of the heat source will be lower than the exergy content of
he electricity source.

Similarly, within the context of data center thermal manage-
ent, there will be a difference in the exergy value depending on

he temperature and velocity of the airflow in the data center. For
xample, relative to an ambient reference state, more work is
heoretically available from a high-temperature exhaust stream in
he hot aisle than a low-temperature input stream in the cold aisle.
r, the exergy value of a cold aisle with no recirculation will be

ower than the exergy value of a cold aisle with recirculation
here the average temperature is higher. Equivalently, the mixing
f hot and cold air in the data center is an irreversible process—
he streams cannot be separated into their original hot and cold
isles without any external work input—and therefore, any occur-
ence of recirculation will also be a source of exergy loss. The
nterested reader is referred to standard textbooks on thermody-
amics �38,39� for a more detailed introduction to the concept of
xergy.

Several authors have previously used exergy analysis to exam-
ne the energy efficiency of power plants �40�, chemical systems
41�, and complex manufacturing processes �42�. More recently,
arey and Shah �43� have assessed the energy efficiency of mul-

iple generations of computer processors through an exergy analy-
is. Within the electronics cooling community, numerous authors
ave also taken similar second-law approaches, such as entropy
eneration minimization �44�, to investigate the optimal design of
eat sinks for maximum heat transfer with minimal losses �45–47�
s well as the lowest fluid pumping power �48�. Thus, it may be
xpected that an exergy analysis could provide the desired indica-
ion of data center energy efficiency.

A more important question, perhaps, is whether the necessary
nformation regarding data center thermal manageability can be
iscerned from an exergy-based metric of recirculation. Based on
he previous discussion, owing to the irreversibility of the recir-
ulation process, there is reason to believe that a map of exergy
oss throughout the data center airspace can pinpoint locations of
ecirculation, thus providing an indication of data center thermal
anageability. The next section discusses how such an exergy loss
ap could be created for a given data center. Subsequent sections

xplore the combination of this recirculation map with a broader
xergy analysis to simultaneously evaluate the energy efficiency
f the data center.

xergy-Based Modeling of Recirculation in Data Cen-
ers

Model Development. As discussed earlier, this paper proposes

stimating the extent of recirculation in the data center airspace by

ournal of Heat Transfer
measuring the exergy loss across the airspace. To computationally
estimate this, a finite volume approach is used by dividing the
physical volume of the room into a large mesh of smaller vol-
umes, so that by evaluating the exergy loss of each cell against a
common ground �reference� state, the total exergy loss of the air-
space can be computed as the sum of all the individual cell exergy
losses:

�̇dair
= �

i=1

N

�̇di
�4�

where N is the total number of cells in the room. The same rules
used to define the grid for numerical thermofluidic analysis are
used to govern the choice of mesh in the current analysis, i.e., the
number, uniformity, and size of the cells chosen for the analysis
depend on the thermal variability encountered within the system
for a given data center setting. It is essential to choose a cell size
that is small enough to capture field variations at length scales of
room subregion dimensions. Beyond this, cell sizes should be
chosen as a compromise between the required level of granularity
�or the degree of accuracy necessary� and the desired speed of
computation.

It should be noted that the total exergy loss estimate of Eq. �4�
is proposed as a global metric of mixing in the airspace. The
magnitude and location at which recirculation occurs will be rep-
resented by the exergy loss within a given cell of the grid, which
requires knowledge about the exergy content of the cell �relative
to the ground state�. For a given control volume, the specific ex-
ergy of the system can be defined with respect to the ground state
as

� = �h − h0� +
V2

2
+ g�z − z0� − T0�s − s0� �5�

The subscript “0” corresponds to the ground �reference� state
against which the system is operating. It is important that a com-
mon ground state be maintained throughout the second-law analy-
sis, otherwise the summation of Eq. �4� will not be valid.

The exergy lost in each individual cell can then be calculated by
performing an exergy balance for the individual cell

d�cv

dt
= �

j

�1 −
T0

Tj
�Q̇j − �Ẇcv − P0

dVcv

dt
� + �

in

ṁi�i

− �
out

ṁo�o − �̇d �6�

where j is the boundary across which heat Q̇j is added at a tem-
perature Tj. Note that the first term in Eq. �6� relates to the loss of
exergy due to boundary heat transfer from high �processor� to low
�ambient� temperature in the airspace of the data center, and is
different from the exergy loss during heat dissipation in the rack
itself �which is due to conversion of high-quality electrical work
to low-quality heat at the processor temperature�. Additionally, the
walls of the racks are assumed to be insulated, so the heat addition
will only occur as the air flows through the racks from inlet to
outlet. For simplicity, parallel flowpaths are assumed through the
racks, so that no internal mixing will occur within these cells.

The system is assumed to operate at steady state, and no
changes occur to the control volume boundaries, so that

�̇d = �
j

�1 −
T0

Tj
�Q̇j − Ẇcv + �

in

ṁi�i − �
out

ṁo�o �7�
Substituting for the specific exergy from Eq. �5�,
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�̇d = �
j

�1 −
T0

Tj
�Q̇j − Ẇcv + �

in

ṁi��h − h0� +
V2

2
+ g�z − z0�

− T0�s − s0�	
in

− �
out

ṁo��h − h0� +
V2

2
+ g�z − z0� − T0�s

− s0�	
out

�8�

Thus, for a cell at a given location, if the temperature and flow
pressure and velocity� properties at that point are known in addi-
ion to the system inputs �heat and work�, then the exergy loss for
he air flowing through the cell can be calculated per Eq. �8�.
ypical state-of-the-art thermofluidic analysis already involves a
etermination of the temperature and flow throughout the data
enter airspace; thus, only one additional calculation is required to
ain the desired information about exergy loss in the system. Ap-
lying Eq. �8� to each cell of the numerical grid will provide a
ap of exergy loss throughout the data center and enable identi-
cation of local recirculation effects. The measure of total exergy

oss per Eq. �4� provides a single metric that can be used to evalu-
te the overall recirculation patterns in the cold aisle or the entire
ata center.

Application of Model. For demonstration purposes, the model

ig. 2 System layout and rack loading for test data center „top
iew…. Each floor tile has an area of 0.6Ã0.6 m2

„2Ã2 ft2
…. The

oor-to-ceiling height is 2.7 m „9 ft…, while the depth of the un-
erfloor plenum is 0.6 m „2 ft… and the height of the ceiling re-
urn plenum is 1.2 m „4 ft….
as applied to the data center shown in Fig. 2. Ceiling return
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mechanism was considered for all experimental and modeling
cases, with the locations of return vents noted in Fig. 2. Air is
supplied from two 105 kW �30 tons� Liebert FH600C-AAEI
CRAC units, each of which has a maximum air flow rate of
7.9 m3 /s �17,100 cfm� per manufacturer specifications. The air
enters the room either through low-flow vent tiles �which have
dampeners that restrict maximum throughput to 0.3 m3 /s
�750 cfm�� or high-flow vent tiles with no dampeners. The exact
magnitude of flow through each tile will be a function of plenum
pressure.

Heat input is provided from two rows of computing racks. The
heat dissipation from each rack is specified using rack power mea-
surements or from manufacturer specifications. The relevant heat
loads are summarized in Fig. 2.

A base case scenario for the model was run with all of the
CRAC units operating at 60% fan speed at a supply temperature
of 16°C for a ground state corresponding to the supply tempera-
ture. The commercial CFD code FLOVENT™ �49� was used to nu-
merically solve for the flow and temperature properties using an
LVEL k-� model across a nonuniform grid of 569,772 cells. Grid
independence and convergence criteria of subunity residuals were
verified per the work of Patel et al. �13�. The model converged in
roughly 6 h on an HP Proliant ML370 machine. For the estab-
lished grid, the temperature and flow values were then postpro-
cessed per the procedure outlined in Eqs. �4�–�8� to calculate the
exergy loss values in each cell. Additional details regarding the
computational model used for postprocessing can be found in the
work of Shah �50�.

Results from the model for temperature and exergy loss are
shown in Figs. 3�a� and 3�b�, respectively, at heights of 0.9 m
�3 ft�, 1.5 m �5 ft�, 2.1 m �7 ft�, and 2.7 m �9 ft� from the floor.
At a height of 0.9 m �3 ft�, the temperature distribution is as de-
sired, with the hot aisles being slightly warmer than the cold
aisles. No recirculation effects are noticed in the cold aisles. The
same trend continues at a height of 1.5 m �5 ft�, with the hot aisle
being slightly warmer due to the mixing of exhausts from the
servers loaded in the bottom and middle of the racks. At a height
of 2.1 m �7 ft�, the recirculation effects are clearly noticeable in
the middle of the rows. The temperature map at 2.7 m �9 ft� sug-
gests that this is due to recirculation over the top of the rack,
although some recirculation around the end of the rows is also
observable.

The exergy loss maps of Fig. 4�b� suggest similar trends of
recirculation. At a height of 0.9 m �3 ft�, some exergy loss is
observed in the cold aisles due to nonuniform temperature of the
supply air exiting from the plenum. However, the magnitude of
this exergy loss is small �less than 50 W� and does not signifi-
cantly impact the temperature of the cold aisle. Further, the effects
of mixing are clearly observable in the hot aisles, where exergy is
destroyed due to outlet temperature gradients caused by nonuni-
form heat loading of the racks. At a height of 1.5 m �5 ft�, the
supply air through the vent tiles is well mixed and therefore de-
void of significant temperature gradients. As a result, almost no
exergy loss is noticed in the cold aisle. The effects of recirculation
are clearly evident at a height of 2.1 m �7 ft�, where mixing in the
cold aisle is noticeable in the middle of the Rows A and B. This
corresponds to the observations from Fig. 4�a�, where higher rack
inlet temperatures were noticed in these locations. Lastly, at a
height of 2.7 m �9 ft�, it is interesting to note that the exergy loss
is actually quite low even though the temperatures are high. This
is because most of the high-temperature air in the hot aisles is
removed through the ceiling vents, and although the temperatures
in the cold aisle may be higher, there is not much mixing taking
place at these locations. Some effects of recirculation are evident
around the end of the rows, which is the cause of the higher
temperatures observed in these locations in Fig. 3�a�.

Thus, there is good qualitative agreement between the

temperature-based and exergy-based predictions of recirculation
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Fig. 3 Results from numerical model „top view…. Each map is a top view of the data center
airspace at heights of 0.9 m „3 ft…, 1.5 m „5 ft…, 2.1 m „7 ft…, 2.7 m „9 ft…. „a… Temperature predictions
„in °C… from model, and „b… map of exergy loss „in W… throughout data center. The locations of
exergy destruction correspond well to hotspots or areas of recirculation estimated from the tem-

perature map.
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atterns from the numerical model. The exergy-based predictions
f recirculation agree with the temperature-based assessments, al-
hough the exergy loss model fuses information regarding flow
nd temperature into a single map to provide insight regarding the
ocations of mixing. To verify the numerical accuracy of these
ualitative assessments, the predictions from the model were com-
ared against actual measurements in the data center. The next
ection discusses this validation in further detail.

Experimental Validation. The exergy-based data center model
iscussed above essentially performs three computational opera-
ions in sequential order:

• flow approximation �based on conservation of mass and mo-
mentum�

• temperature estimation �based on energy balances�
• determination of system exergy loss �using Eq. �8�, based on

flow and temperature maps�

Thus, to estimate the accuracy of the exergy-based model, it is
ecessary to first verify the variability of the flow and temperature
nputs provided to the exergy model. The error introduced during
he exergy loss calculations can then be estimated through stan-
ard statistical analysis �51�.

The input flow conditions through the vent tiles were measured
sing a flow hood �estimated to be accurate to within 5% of actual
alues�. Measurements were also made with a handheld anemom-
ter, empirically estimated to be within 20% of calibrated values,
t several locations in the room. Handheld thermometers and
ype-K thermocouples �accurate to within �0.1°C per manufac-
urer specifications� are used to obtain temperature readings at the
ata collection points. The points of data collection were chosen

ig. 4 Experimental validation of model. „a… Comparison of
redicted and measured values. „b… Comparison of rack-level
stimates given by different metrics.
o allow for assessment of model performance at different key

21401-6 / Vol. 130, FEBRUARY 2008
locations of the system, including rack inlet, rack outlet, CRAC
return, and potential hotspots in the hot aisles. Additional mea-
surements were also made in the cold aisles to assist in the iden-
tification of locations of recirculation or short circuiting suggested
by the model, yielding a total of 34 flow measurements and 102
temperature measurements throughout the data center.

Figure 4�a� shows a summary comparison of actual measure-
ments and predicted values from the model. The mean difference
between predicted and measured flow data is 18%, while the mean
difference for temperature data is 13%. This is considered an ac-
ceptable level of accuracy for a first approximation. If further
accuracy is desired, then finer meshes or more accurate flow mod-
eling techniques should be considered.

Because exergy loss is calculated in the model based on system
temperature and flow values, and since both of these quantities
have already been validated, it is expected that predictions for
exergy loss will also be within the same limits of accuracy. None-
theless, to obtain a quantitative estimate of model accuracy with
regard to prediction of exergy destruction, an indirect estimate of
the actual exergy destruction in the physical airspace was obtained
from the following equation:

�̇dairspace
= �̇dair

aisles
+ �̇dair

CRAC
+ �̇dair

racks
= �̇sup − �̇rec �9�

The logic implicit to the expression of Eq. �9� is that any dif-
ference between the exergy supplied to the data center and the
exergy recoverable from the data center must be due to the de-
struction of exergy in the air going through the data center �i.e., if
no exergy were destroyed, then in the absence of useful work, all
of the exergy supplied should be recoverable�. This exergy loss
has been assumed to arise from three major sources:

• The exergy loss for the air in the hot and cold aisles. For
simplicity of nomenclature, it is assumed that the space
above the rack units is part of the hot aisle, while any space
between two rows of rack units comprises a cold aisle. This
exergy loss is mostly due to mixing and cannot be measured
directly in the data center.

• The exergy loss as the air flows through the rack units,
which can be estimated based on a caloric heat balance
across the rack using rack power measurements and inlet-
outlet temperature/flow measurements.

• The exergy loss as the air is refrigerated in the CRAC units,
which can be measured based on the fan speed and coeffi-
cient of performance �COP� of the CRAC unit.

All the known quantities can be substituted into Eq. �9�, and an
experimental estimate of the exergy loss for the airflow through
the hot and cold aisles can then be obtained �this is the term
predicted by the model of Eqs. �4�–�8�, which needs to be experi-
mentally verified�. It should be noted that small errors in the ex-
ergy loss computed using Eq. �9� is to be expected, since some
phenomena �such as exergy loss due to heat escape through walls
or air leaks� will not be accounted for. However, the magnitude of
these losses will be small, and as shown in Fig. 4�a�, the estimated
values based on measurements compare quite well to those pre-
dicted by the model. The uncertainty in estimating the difference
between predicted and actual exergy loss values stems mostly
from the uncertainty in temperature and flow measurements as
well as the inaccuracy of flow and temperature predictions dis-
cussed earlier. Predictions of airspace exergy loss with higher ac-
curacy would require the development of more accurate models
for predicting temperature and flow.

The above validation is essentially a confirmation of the accu-
racy of the numerical values calculated by the model. It would
also be desirable to obtain some type of validation regarding the
viability of using airspace exergy loss as a metric to estimate
recirculation effects in the data center. The existing state of the art
utilizes the metrics of SHI �Eq. �1�� and � �Eq. �3�� to measure

recirculation. Both of these are temperature-based measures of the
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nfiltration of warm air into the cold aisle, and thus only represent
hermal effects of mixing in the cold aisle �while the airspace
xergy loss calculated in Eq. �4� includes thermal and fluidic mix-
ng in both the hot and cold aisles�. Therefore, to ensure a valid
omparison, the exergy loss model was rerun for the data center of
ig. 2, and the total cold aisle thermal exergy loss was deter-
ined. To normalize these values, the exergy loss estimate was

ivided by the exergy supplied to the cold aisle �per Eq. �5��,
ssuming the ground state to be the external ambient. This nor-
alized expression of exergy loss is scaled so that a value of 0

orresponds to no recirculation while a value of 1 would be a case
here all the warm air from the hot aisle gets recirculated to the

old aisle. This exergy-based estimate of recirculation is then
ompared to rack-level averages of SHI and � obtained by tem-
erature measurements in the actual data center. Figure 4�b� sum-
arizes the results of this evaluation. Although the magnitude of

ach metric on the normalized scale differs—which is to be ex-
ected, because each metric is defined differently—the trends of
ecirculation predicted by all the metrics are very similar. The
ighest SHI and � values, which represent those racks with the
ighest inlet temperatures, also correspond to the racks with the
ighest exergy loss. Additionally, the exergy-based metric is more
ensitive to recirculation than the temperature-based metrics.

To summarize, for the sample data center shown in Fig. 2, it has
een shown that

• Recirculation trends suggested by temperature maps �Fig.
3�a�� or exergy loss maps �Fig. 3�b�� are qualitatively simi-
lar.

• Numerical error between estimated and predicted values are
comparable for temperature and exergy loss �Fig. 4�a��.

• Quantitative estimates of recirculation from the exergy-
based metrics agree with other temperature-based metrics
�Fig. 4�b��.

These observations confirm that an exergy-based approach can
rovide, at a minimum, the same type of information regarding
ata center thermal manageability as the more traditional
emperature-based metrics. The next section explores what infor-

ation regarding data center energy efficiency is obtainable from
he exergy analysis.

eyond the Data Center Airspace
To illustrate the need for considering energy efficiency beyond

hermal manageability, consider a hypothetical data center envi-
onment where there is no recirculation. This has been achieved
y rearranging appropriate vent tiles and overprovisioning the
RAC units to provide three times more cooling. While this data
enter might have excellent thermal manageability, the approach
s hardly energy or cost efficient, owing to the large amount of
lectricity being supplied to the CRAC units. In such a configu-
ation, although no thermal exergy is being destroyed in the air-
pace, large amounts of exergy would be destroyed in the CRAC
nits, because much electrical work is available in the air condi-
ioners but not being used. A data center-level estimate of exergy
oss, which includes the CRAC units could highlight such an oc-
urrence. Similarly, recirculation-only estimates fail to give credit
o data centers utilizing energy-efficient computer systems, which

ay have the same temperature gradients from hot aisle to cold
isle but consume less overall power per unit computation. Once
gain, a data center-level estimate of exergy loss, which includes
he rack units, could compensate for such a scenario. Therefore, to
valuate the overall data center energy efficiency, the total exergy
oss can be calculated as follows:

�̇d = �̇dracks
+ �̇dCRAC

+ �̇dairspace
�10�

A discussion of how each of these terms can be evaluated fol-

ows.

ournal of Heat Transfer
Airspace Exergy Loss. The airspace exergy loss can be esti-
mated using the finite volume model described earlier in this pa-
per, or experimentally as discussed subsequent to Eq. �9�. Note
that for accounting purposes, the exergy loss in the airflow
through the CRAC and rack units has been included in the air-
space exergy loss rather than the component exergy loss terms.

Computer-Room Air-Conditioning Unit Exergy Loss. The
CRAC units can be modeled as simple air-conditioning units, for
which a basic second-law analysis yields the following exergy
loss:

�̇dCRAC
= ṁCRAC��ret − �sup� − ẆCRAC �11�

Rack Unit Exergy Loss. The only remaining challenge then is
to estimate the exergy loss in the rack units. For simplicity, these
are treated as a single computer unit dissipating heat at a uniform
temperature. This assumption will be valid if

�i� All the servers in the rack are homogeneous. For racks
with nonhomogeneous servers, the exergy loss occurring
local to each server must be considered individually, and
the total exergy loss of the rack can then be calculated as
the sum of the exergy losses in these individual servers.

�ii� The load in the rack is uniformly distributed across the
servers. For nonuniform loading, the effects of turbulence
and buoyancy inside the rack can be significant. For ex-
ample, Rolander et al. �52� show how an optimal arrange-
ment of servers inside a rack can allow 50% higher loads
compared to an arbitrary suboptimal configuration meeting
the same thermal management criteria, while Rambo and
Joshi �53� show how different server arrangements inside
a single rack will lead to different thermal characteristics
inside the cabinet. Inclusion of such considerations in the
exergy model for racks could be achieved by approximat-
ing the entropy generation rate related to the airflow
through the cabinet. After adding this to the entropy gen-
erated due to dissipation of heat in the cabinet, the Guoy–
Stodola theorem could be invoked to predict the total rack
exergy loss. For additional details, Bejan �44� elucidates
how entropy generation and exergy loss are correlated.

�iii� The thermofluidic operating conditions �processor tem-
perature, air flow rate etc.� internal to each server are the
same. This assumption will be valid if all the servers have
the same package-level thermal solution, which is likely to
be the case for a homogeneously loaded rack per �i� and
�ii� above.

Subject to the above assumptions, the rack can be assumed to
behave like a single heat-dissipating component in a larger com-
pute infrastructure. Then, as shown by Carey and Shah �43�, the
predominant exergy loss within the rack units will occur due to
the conversion of high-quality electrical energy to low-quality
thermal energy. Assuming that the electrical energy is entirely
available for useful work, and that the heat dissipation equals the
amount of electricity to the package, the exergy loss of the racks
can be calculated as �43�

�̇dracks
= Ẇelec − �1 −

T0

TP
�Q̇ 
 � T0

TP
�Q̇ �12�

where TP is the temperature at which the heat is dissipated, in this
case assumed to be the processor temperature. To be precise, the
heat is actually transferred to the airflow after it has been dissi-
pated through the package-level thermal solution. Shah et al. �54�
have presented such a package-level exergy loss model, which
takes into account the heat spreader, thermal interface material,
and heat sink. At the data center level, however, the added exergy
loss caused by the package-level thermal solution will be small
�less than 1%�, and is therefore neglected.
Equation �12� is a simplified version of the exergy loss in the
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ack units for the idealized case characterized by the assumptions
i�–�iii� above. For this example, a constant processor temperature
f 85°C was assumed in all the racks. If desired, subrack thermal
odels could be incorporated into the data center numerical
odel for a more accurate temperature estimate.
Having defined the exergy loss in the individual components,

qs. �10�–�12� can be combined to evaluate the total exergy loss
n the data center. Figure 5 shows the results for the sample data
enter analyzed earlier. The maximum exergy loss occurs in the
ack units, owing to the irreversibility of converting electricity to
eat. Exergy loss in the CRAC units mostly stems from the pres-
ure drop and heat removal as the air flows from the return to
upply vents. The airspace exergy loss is mostly due to recircula-
ion and flow irreversibilities.

The insights from Fig. 5 are somewhat novel in terms of data
enter energy efficiency. First, the airspace—which has been such
focus of recent research—is the smallest source of inefficiency,

lthough it is also the easiest to address �and arguably the one
hich can be most influenced by the data center operator after the

emaining equipment has been installed�. Second, there is scope
or improvement in all the thermal management components of
he data center, from the racks to the CRAC units, although the
reatest long-term gain would arise from a type of disruptive im-
rovement in rack power handling. Lastly, and perhaps most im-
ortantly, nearly 21% of the exergy being supplied is simply being
ented through the exhaust. While practically reusing this energy
n a cost-feasible manner may be challenging, the theoretical po-
ential is interesting to notice.

For example, even if energy reuse is not possible, the above
nalysis suggests that additional equipment with an exergy con-
umption of 21% can theoretically be installed in the data center
imply by optimizing of the existing thermal architecture. This
dditional exergy could be installed, as an example, in terms of
dditional compute power or redundant CRAC capacity. It should
e noted that because the majority of the exergy supplied to the
acks would be destroyed during conversion of electricity to heat,
he actual compute capacity corresponding to this exergy supply
ould be lower, i.e., the above observation does not imply that it
ould be possible to obtain 21% additional compute capacity, but

ather that the compute capacity for the given thermal architecture
ould be increased by a factor of �0.21��	IIracks

�. For the example
ata center analyzed above, this corresponds to roughly 2.8 kW of
dditional compute capacity, which could be installed without
eeding extra cooling capacity. It should be noted that the recir-
ulation patterns of the system would likely change upon instal-
ation of the additional compute capacity, and a corresponding
ncrease in airspace exergy loss may therefore offset some of the
.8 kW availability. Additionally, a higher amount of recirculation
ay change the thermal manageability of the system. Therefore, a

ull thermal assessment—or equivalently, an assessment of the

ig. 5 Exergy-based assessment of the entire data center. The
ajority of exergy loss occurs in the rack and CRAC units,

lthough significant amount of exergy is also lost in the air-
pace. Nearly 21% of the supplied exergy is vented to the
xhaust.
old aisle exergy loss corresponding to the higher rack power—
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should be repeated to confirm the viability of installing this addi-
tional compute power in the data center. Nonetheless, the exergy
analysis presented above provides an upper bound against which
the appropriate thermal management criteria can be evaluated.

Conclusions
This paper has demonstrated the viability of using exergy-based

metrics for the concurrent assessment of the thermal manageabil-
ity and energy efficiency of data centers. The conceptual approach
was outlined from a second-law perspective, and a finite-volume
computational model to predict data center exergy loss was dem-
onstrated. Flow and temperature measurements from an actual
data center were used to validate the numerical predictions of the
model, and the viability of using exergy loss to predict recircula-
tion patterns in data centers was verified by comparing rack-level
estimates with existing metrics such as the SHI and �. Finally, the
exergy loss of the airspace obtained from the model was com-
bined with exergy loss predictions of the CRAC and rack units to
obtain a net prediction of total data center exergy loss. Insights
into the relative energy efficiencies of the different data center
components were obtained from this analysis, which suggested
the potential to install additional compute capacity without neces-
sarily needing to increase the data center cooling capacity.

Thus, by considering the exergy loss among the different data
center thermal management components �viz., cold aisle airspace,
hot aisle airspace, CRAC units, and rack units�, this paper has
provided a metric to simultaneously evaluate the thermal manage-
ability, energy efficiency, and potential for energy scavenging of
the data center. The cold aisle exergy loss is a suitable metric for
evaluating the temperature rise of rack inlet temperatures due to
recirculation, while the net data center exergy loss provides a
measure of energy efficiency across the data center thermal infra-
structure. Building upon this foundation, future work will focus
on investigating the optimal compromise between thermal man-
ageability and energy efficiency considerations in the data center.

Acknowledgment
The work presented in this paper was supported by a gift from

the Hewlett Packard Company through the Center for Information
Technology Research in the Interest of Society �CITRIS� at the
University of California.

Nomenclature
cfm 
 cubic feet per minute
Cp 
 specific heat at constant pressure �J/kg K�

g 
 acceleration due to gravity �m /s2�
h 
 specific enthalpy �J/kg�
ṁ 
 mass flow rate �kg/s�
N 
 total number of cells in finite-volume mesh
P 
 pressure �N /m2�
Q̇ 
 rate of heat transfer �W�

RHI 
 return heat index �Eq. �2��, nondimensional
measure of recirculation proposed by Sharma
et al. �27�

s 
 specific entropy �J/kg K�
SHI 
 supply heat index �Eq. �1��, nondimensional

measure of recirculation proposed by Sharma
et al. �27�

T 
 absolute temperature �K�
V 
 velocity �m/s�
V 
 volume �m3�
Ẇ 
 power �W�
z 
 height �m�
� 
 nondimensional measure of recirculation �Eq.

�3��, proposed by Schmidt et al. �29�
	II 
 second-law thermodynamic efficiency

� 
 exergy, available energy �J�

Transactions of the ASME



S

R

J

�̇ 
 rate of exergy transfer �W�
�̇d 
 rate of exergy destruction �W�

ubscripts
0 
 ground state

air 
 related to air flow through the data center or
the equipment

airspace 
 related to the airspace of the data center
aisles 
 related to the hot or cold aisles of the data

center
CRAC 
 related to computer room air-conditioning unit

CV 
 control volume
elec 
 electrical
in, i 
 inlet

out, o 
 outlet
P 
 processor

racks 
 related to computer racks
rec 
 recoverable
ret 
 return

sup 
 supply
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Direct Numerical Simulation of
Condensing Stratified Flow
The paper discusses the results of a detailed direct numerical simulation study of con-
densing stratified flow, involving a sheared steam-water interface under various thermal
and turbulent conditions. The flow system comprises a superheated steam and subcooled
water flowing in opposite directions. The transport equations for the two fluids are al-
ternately solved in separate domains and then coupled at the interface by imposing mass,
momentum, and energy jump conditions with phase change. The effects induced by
changes in the interfacial shear were analyzed by comparing the relevant statistical flow
properties. New scaling laws for the normalized heat transfer coefficient (HTC), K+, have
been derived for both the steam and liquid phases. The steam-side law is found to
compare with the passive-scalar law obtained hitherto by (Lakehal et al.(2003, “Direct
Numerical Simulation of Turbulent Heat Transfer Across a Mobile, Sheared Gas-Liquid
Interfaces,” ASME J. Heat Transfer, 125, pp. 1129–1139) in that HTC scales with Pr−3/5.
A close inspection of the transfer rates on the liquid side reveals a consistent relationship
between K+, the local wave deformation or curvature and the interfacial shear stress. The
surface divergence model of Banerjee et al. (2004, “Surface Divergence Models for
Scalar Exchange Between Turbulent Streams,” Int. J. Multiphase Flow, 30(8), pp. 965–
977) is found to apply in the liquid phase, too. �DOI: 10.1115/1.2789723�

Keywords: DNS, phase change, heat transfer, two-phase flow, direct contact
condensation
Introduction
Condensation heat transfer parametrization is central to the

omputer-aided analysis of many systems, including nuclear reac-
or safety systems, using system codes or detailed two- and three-
imensional Navier–Stokes solvers. The thermal-hydraulic cou-
ling of the liquid and vapor phases has resulted in a large number
f correlations, but with less success with regard to the underpin-
ing physical mechanisms. The key point is to characterize the
ransport mechanisms in wall and fluid-fluid boundary layers in
he presence of mass exchange. For decades, the problem has been
pproached by investigating the very close subject of suction/
lowing boundary layers, which has indeed helped in the under-
tanding of some aspects of condensation. However, the analogy
ith coupled steam-water interfacial flows such as the ones dealt
ith herein can be limited by the presence of the deformable

nterface as compared to rigid walls.
Turbulent boundary layers with mass suction and/or blowing

ave been thoroughly studied both experimentally �1–4� and nu-
erically �5–7�. However, most of the studies were focused on

ituations involving a flat and rigid boundary where the injection/
uction rate was constant, occurring either uniformly or locally. It
as been shown that blowing from the wall induces an apparent
ecrease in the skin friction, i.e., wall shear stress, reducing in
urn the heat transfer coefficient �HTC� while suction exerts the
pposite effect. In particular, Sumitani and Kasagi �5� performed
irect numerical simulation �DNS� of closed channel flow with
uction on one wall and blowing on the opposite. The simulation
as conducted with a fixed pressure gradient. At the suction side,

hey observed an increase in the friction coefficient due to mass
uction and, at the same time, an attenuation of the turbulence
ntensities; the opposite occurred at the injection side. Jimenez et
l. �7� carried out DNS of closed channel flow where one wall was
mpermeable. A suction effect was created at the other wall by
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eceived July 24, 2007; published online February 6, 2008. Review conducted by Raj
. Manglik.

ournal of Heat Transfer Copyright © 20
imposing vertical velocity fluctuations at the wall proportional to
the wall pressure fluctuations. In order to keep the mass flow rate
constant, the driving pressure gradient was continuously adjusted.
The authors reported an increase of 40% in the friction coefficient
at the suction side. This was primarily due to the fact that in the
presence of suction, by increasing the pressure gradient the wall
shear stress also increased, although the bulk velocity did not
change much. Compared to the impermeable wall, they observed
a small reduction in the streamwise turbulence intensity on the
suction side and a significant increase for the spanwise and wall-
normal components.

Since experimental investigations of condensation heat transfer
are hindered by the difficulties in measuring the quantities of in-
terest, particularly when subjected to high transfer rates, ap-
proaching the problem through DNS “experiments” is a viable
alternative, even for the reduced turbulence intensity and/or sub-
cooling and superheating thermal flow conditions that one can
tackle at time. It is in this context that the present work has been
undertaken, aiming toward a better understanding of turbulent
transport at sheared deformable interfaces in the presence of con-
densation. The primary goal is to establish a data basis for the
mean statistical flow properties on both sides of the interface. This
should help clarify the coupling mechanisms of the fluxes be-
tween the phases. The second main motivation is to use the data
basis for the development of heat transfer models and compare
these to experiments.

To achieve these new objectives, our DNS tool used previously
to study turbulent transport at interfaces �8� and to parametrize
passive-scalar transport �9,10� has been modified to incorporate
the proper interfacial/boundary conditions accounting for phase
change. The modifications are described in Sec. 3. The results are
presented in Secs. 4 and 5, first concentrating on the scaling and
correlation between the interfacial transfer and shear, then on the
transfer parametrization.

2 Modeling and Simulation Strategies
The geometry configuration of the problem is the same as the
one studied hitherto by Lakehal et al. �9�. The modified boundary

FEBRUARY 2008, Vol. 130 / 021501-108 by ASME
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onditions are now sketched in Fig. 1. The two phases flow coun-
ercurrently, separated by an interface free to deform in three di-

ensions. The flow domain is inclined by one degree in order to
djust for the pressure. What makes the present DNS different
rom suction/blowing boundary layer studies is the way the active
ass transfer is handled. Experiments involving condensation

eat transfer can be carried out in two ways: either by keeping the
ass flow rates of the two phases constant or by keeping the

ressure drop constant, and allowing the mass flow rates to vary.
n the present work, the pressure gradients were kept constant,
mplying that the mass flow rates within the two computational
omains are allowed to vary to satisfy the balance of forces. To
atisfy the overall mass balance, the condensing mass flux at the
nterface is reinjected at the top of the vapor domain and removed
rom the bottom of the liquid domain.

2.1 Transport Equations. The steam and subcooled water
hases �designated by the subscripts G and L, respectively� are
onsidered as Newtonian fluids, flowing in separate domains, and
riven by an imposed constant mean pressure gradient. The refer-
nce quantities employed for normalization in each domain are
he imposed shear velocity u�=�2h�p /�, where �p is the initial
ressure gradient driving the flow, the half-depth of each compu-
ational domain h, and the kinematic viscosity �. In contrast to the
assive-scalar transfer problem of Lakehal et al. �9�, and to the
uction/blowing boundary layer problems evoked in the Introduc-
ion, this flow problem has two specific features to be taken into
ccount in its setup and in the interpretation of the results. At the
eginning of the simulation when the interface is flat, the viscous
nterfacial shear stress �int balances exactly the mean pressure gra-
ient driving the flow, such that u� is equal to the resulting shear
elocity u�=��int /�. As the interfacial waves start to form and
evelop, part of the energy is transferred into form drag, so that
��u�. The second important feature is the implication of the
ass suction by condensation in the true and apparent interfacial

hear unbalance: Condensation induces an extra shear at the inter-
ace acting in the opposite sense to u�.

The reference temperature T� is defined as T�=qint /�cpu�,
here qint represents the interfacial heat flux. The time is made
ondimensional using � /u�

2, and the length scales are normalized
sing u� /�. In each computational domain, the shear Reynolds
umber is defined as Re�=u�2h /�.
The normalized Navier–Stokes and energy equations governing

he flow in each domain take the same form as in Ref. �9�, but
ith modified interfacial and outer boundary conditions as ex-
lained in the next section. The velocity u+ is normalized by u�,
he dynamic pressure p+ is normalized by �u�

2, and the tempera-
ure is defined as T+= �T−Tint� /T�. The conventional notation
+�x ,y ,z , t�=U+�z�+u+�x ,y ,z , t� is adopted to decompose the ve-

ocity and temperature fields into mean and fluctuating �turbulent�

Fig. 1 Sketch of the simulated vapor-liquid stratified flow
omponents.

21501-2 / Vol. 130, FEBRUARY 2008
2.2 Boundary Conditions. In the presence of phase change
due to condensation, the interfacial and boundary conditions need
to account for the mass exchange between the two phases. The
thermal-hydraulic coupling between the vapor and liquid becomes
more complicated, and the interfacial continuity conditions should
include extra terms in the transfer direction. These terms involve
the condensation rate, i.e., the interfacial mass flux, which is here
determined by solving the interfacial energy continuity conditions.
The interfacial jump conditions do not constitute a closed system
of equations because they should be supplemented by interfacial
constitutive laws, which specify the kinematic, dynamic, and ther-
mal coupling between the two phases.

Using the reference quantities introduced previously, the inter-
facial jump conditions introduced in Ref. �9� should be recast in a
nondimensional form as �note that for simplicity, the overbars,
subscripts �, and primes are dropped out�

� =
JaL

Re�PrL
� TL,int · n +

1

R
JaG

Re�PrG

� TG,int · n

�uG −
1

R
uL� · n = �

R2 − 1

R

�uG −
1

R
uL� · ti = 0 i = 1,2

pL − pG +
1

Fr
f =

1

Re�

„��L − �G� · n… · n −
1

We
� · n + �2�R2 − 1�

„��G − �L� · n… · ti = 0 i = 1,2

TG = TL = Tsat �1�
where the first expression relates to the energy, the second and
third expressions relate to the mass, and the fourth and fifth to the
momentum. At the outer boundaries, the following conditions
were imposed:

�uk

�z
=

�vk

�z
=

�Tk

�z
=

�pk

�z
= 0; k = G,L

wG = − R� wL = � �2�

where � is the nondimensional condensation rate, Ja is the Jakob
number, a parameter that measures the rate of subcooling/
superheating, We is the Weber number that accounts for the sur-
face tension effect, and Fr is the Froude number that accounts for
gravity. These nondimensional numbers are defined as

� =
ṁ

�Lu�L

JaG =
cpG

�Tsup

H
JaL =

cpL
�Tsub

H

We =
�Lhu�L

2

	
Fr =

�Lu�L

2

gh��L − �G�
Re� =

u�G
2h

�G
=

u�L
2h

�L

2.3 Simulations

2.3.1 Numerical Approach. The governing equations are
solved using a collocation pseudospectral technique employing
Fourier series in the homogeneous, streamwise, and spanwise di-
rections and Chebychev polynomials in the nonuniform direction
normal to the interface. The physical domain is mapped into a
rectangular parallelepiped at each time step. Mass, momentum,
and energy equations are first solved separately in each domain,
then coupled at the interface using Eqs. �1�. The coupling at the
interface is performed once the topology equation for the interface
has been solved: �F /�t+u ·�F=0, where F denotes the surface
elevation above and below the zero level. Procedures for dealias-

ing the solutions based on the two-thirds rule apply in this context,
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A modified version of the two-step fractional time splitting
ethod of Temmam is employed �9�. The convective term is

reated explicitly by reference to the Adams–Bashforth �AB�
cheme. The viscous term is implicit and discretized using the
rank–Nicholson �CN� semi-implicit scheme. The time marching

s second-order accurate in the computation of the intermediate
elocity, the value of which is corrected in the next step by solv-
ng the Poisson equation for the pressure. The energy equation is
lso solved using a second-order accurate time differencing
cheme, where the explicit convective term is discretized using
he AB scheme, and the implicit diffusive term is discretized by
se of the CN scheme.

As capillary waves do not produce significant domain distor-
ions, the grid resolution for each domain was found to be appro-
riate to resolve the flows. The grids employed here are the same
s those used in the previous work �9�, for close-to-unity Prandlt
umbers and same shear Reynolds number �171�. As it was pre-
iously demonstrated in the context of the isothermal flow field
imulation, the energy spectra of the three velocity components
ave shown no energy accumulation at high wave numbers, con-
rming that this resolution is sufficiently accurate for the solution
f both the velocity and thermal fields. Doubling the grid reso-
ution in the interface-normal direction did not affect the results.

2.3.2 Simulation Setup. The simulations have been performed
sing constant pressure gradients driving the two flows. Different
hoices for the reference velocity are possible: the shear velocity
� based on the mean pressure gradient and the friction velocity u�
ased on the viscous stress at the interface. When the interface is
at and there is no mass exchange, u�=u�. In the presence of
aves, the mean pressure gradient based on u� remains necessar-

ly constant, while as a portion of the drag is absorbed by waves,
he so-called “form drag,” u�, is reduced. This is further exacer-
ated when mass is exchanged between phases through conden-
ation. In both cases, u��u�. To adjust to the pressure gradient,
he computational domain is slightly tilted �by 1 deg�.

The vapor and liquid phases consist of water vapor and liquid
ater, respectively. The interface is assumed to be at the satura-

ion state corresponding to a pressure of 5 bars and a temperature
f 425.15 K. The superheating in the vapor is kept constant
�Tsup=20 K� for two different levels of subcooling in the liquid,
amely, �Tsub1

=10 K and �Tsub2
=20 K. The vapor and water

hysical properties �density, viscosity, heat capacity, and thermal
onductivity� have been evaluated at TG

0 =Tsat+�Tsup for the vapor
nd at TL

0 =Tsat−�Tsub for the water. The surface tension was
valuated at the saturation temperature. Since the variations in
ensity due the variation of the subcooling are negligible, the
imulations were performed with R=��L /�G=18.4. The shear-
ased Reynolds number, Re� was set to 171 in both phases for all
imulations.

For the purpose of the present study, it was decided to vary the
nterfacial shear by reducing the height of the computational do-

ain, keeping the shear-based Reynolds number constant.
Each simulation can be characterized by specifying the follow-

ng nondimensional numbers defined previously: Re�G
=Re�L

, PrG,

Table 1 Matrix

Case u�G
�m/s� h �m� We �10−4� Fr �1

R1 0.0126 0.0250 2.20 1.9
C11 0.0126 0.0250 2.20 1.9
C12 0.0126 0.0250 2.20 1.9

R2 0.0378 0.0080 6.60 5.1
C21 0.0378 0.0080 6.60 5.1
C22 0.0378 0.0080 6.60 5.1
rL, JaG, JaL, We, Fr, and R. To understand the effect of the waves
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on the condensation process, two sets of three different simula-
tions have been performed. In the first set, which comprises the
runs identified by R1, C11, and C12 in Table 1, the flow condi-
tions are such that the interface separating the vapor and liquid
phases is virtually flat. R1 is the reference case without conden-
sation, whereas C11 and C21 indicate the cases with water sub-
cooling of �Tsub1

=10 K and �Tsub2
=20 K, respectively. The

same convention applies to the second set of simulations �identi-
fied by R2, C21, and C22 in Table 1�, where the shear velocity is
three times larger than that in the previous set, so that the interface
is deformed by capillary waves.

It must be noticed that since the values of R, We, and Fr for the
condensing stratified flow are different from those employed to
study turbulence at the sheared air-water interface �8�, the refer-
ence cases R1 and R2 have been added to analyze the results
consistently. In these reference cases, the subcooling of the water
was small enough to preclude condensation.

The dimensions of the computational domains �in nondimen-
sional space� and the grid resolution employed for the present
simulations, for both the flow and the temperature fields, are equal
to those of grid R1 employed for the passive heat transfer problem
�i.e., �x+=16.77, �y+=8.38, �z+=0.102–4.191�. The time step
used is 0.024u�

2 /� nondimensional time units, and the databases
are collected over a time interval of 5760u�

2 /� nondimensional
time units �240,000 time steps�, with a sampling frequency of
2.88u�

2 /� �one every 120 steps�, so that 2000 flow fields are col-
lected in each simulation, for each phase.

3 Heat Transfer Mechanisms

3.1 Interface Coupling. The nondimensional HTC in the two
phases can be defined as

K+ =
qint

�cp�T̄u�

or K�
+ =

qint

�cp�T̄u�

, �4�

when the velocity scale used for the normalization is u�. The
difference between the interfacial liquid and vapor heat fluxes
produces the rate of condensation, i.e., ṁH=qint,L−qint,G.

To proceed with the analysis, we first examine snapshots of the
HTC patterns at the interface and compare these with the corre-
sponding shear stress patterns. The same analysis has been per-
formed for the passive-scalar transport DNS �9�. Here, attention is
placed upon the shear-HTC relationship at the flat and wavy in-
terfaces in the presence of condensation and for the cases C12 and
C22. Before analyzing selected snapshots of the thermal flow
field, it is worth discussing Fig. 2, where contours of the joint
probability density function �jpdf� of the normalized interfacial
stress and HTC �at all points of the interface� are plotted for both
the vapor and the liquid phases, for case R2. Similar patterns for
the jpdfs were observed for all the cases under investigation.
These patterns clearly show that the shear-HTC coupling mecha-
nisms in the two phases are different. On the vapor side, the
contours of the jpdf are inclined by about 45 deg, meaning that
the regions over the interface where the maximum heat transfer
takes place coincide with those of maximum shear stress �9,10�. In

runs performed

� PrG PrL JaG JaL �TsubL
�K�

0.95 1.15 0.020 0.000 0.12
0.95 1.15 0.020 0.010 10.00
0.95 1.17 0.020 0.020 20.00

0.95 1.17 0.020 0.000 0.13
0.95 1.15 0.020 0.010 10.00
0.95 1.17 0.020 0.020 20.00
of

0−5

0
0
0

3
3
3

the liquid, the jpdf presents a broader area, and with lower values
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f the normalized HTC �i.e., �30%�. By comparing both the
apor- and liquid-side jpdfs for all the cases investigated, it has
een observed that these distribution patterns do not vary, mean-
ng that the shear-HTC correlation at the interface is not affected
y either interfacial deformation or condensation.

The situation described above also becomes evident when com-
aring the instantaneous distributions of the interfacial shear stress
nd of the HTC. For the vapor side, Fig. 3 shows instantaneous
napshots of the normalized HTC and of the interfacial stress. It is
lear that the regions of high interfacial stress, generated by
weeps and first-quadrant events, correlate well with the regions
f high heat transfer. This correlation between shear and heat
ransfer is not evident on the liquid side �Fig. 4�. In this case, the
attern of the shear remains streaky, whereas it looks more patchy
or heat transfer.

3.2 Quadrant Analysis. Since in a turbulent boundary layer,
omentum, heat, and mass transfer are controlled by the Rey-

olds stresses, the quadrant analysis of the Reynolds stress uw
ulgosi �8� is an excellent measure of the dynamic coupling and
ssociated transfer at the interface. Briefly, this analysis splits the
eynolds stress into four different contributions based on the sign
f u and w: two events that contribute to positive Reynolds stress
roduction, i.e., ejections �II quadrant events� and sweeps �IV
uadrant events�, and two other, I and III quadrant events, giving
ise to negative Reynolds stress production.

The probability distribution of each event and of coupled events

ig. 2 jpdf of normalized interfacial shear stress and HTC
Case R2…
s examined as a function of the interfacial stress. The study could

21501-4 / Vol. 130, FEBRUARY 2008
be performed considering only 28 independent flow realizations
within a time interval of 600u�

2 /�. The event probability distribu-
tion analysis has been first conducted for the R1 case using all the
2000 recorded independent flow realizations, and then has been
extended to the other cases �i.e., R2, C21, and C22�. The sampling
method consists of placing five monitor planes parallel to the in-
terface �covering the entire streamwise and spanwise extensions
of the computational domains� within a layer of about 12 wall
units on both sides of the interface. In order to count only the
events that are strongly coherent, an event is stored at the location
�x̂ , ŷ� when there, the same type of instantaneous event simulta-
neously occurs. The following information was collected:

1. the type of event
2. the local value of the normalized interfacial stress �i.e., the

shear level at the point �x̂ , ŷ� lying on the interface�
3. the “Reynolds stress content” of the event, i.e., �iuw, the

sum being extended only to those planes �at least 4� where
the strongly coherent event has been detected

4. the type of coupled event, if any, and its Reynolds stress
content, the sum now being extended to all the planes lying
in both computational domains

The events were then analyzed irrespective of their spatial and
temporal locations. Figure 5 presents the pdf distributions in the
vapor and in the liquid phases for the cases without interfacial
condensation, i.e., R1 for the flat interface and R2 for the wavy
interface. In both cases, the larger fraction of the heat flux is
carried by sweeps �fourth-quadrant events�, i.e., 68.7% and 69.3%
for R1 and R2, respectively, even though their probability is lower
than that of sweeps, i.e., pII=0.408 and pIV=0.378 in R1 and pII
=0.398 and pIV=0.369 in R2. This implies that the heat transfer
occurs predominantly through the fluid pumped toward the inter-
face by sweeps and removed from there by ejections. First- and
third-quadrant events play only a marginal role, both in terms of
probability and heat content. In the liquid, the sweeps still carry
the largest contribution to heat transfer, 63.5% �pIV=0.393� and
62.7% �pIV=0.334� in R1 and R2, respectively, but first- and
third-quadrant events are of the same order as ejections. In par-
ticular, it was found that pI=0.152 �11.2%�, pII=0.345 �17.7%�,
and pIII=0.110 �7.6%� for the flat interface, and pI=0.211
�12.7%�, pII=0.293 �12.6%�, and pIII=0.162 �12.0%� for the wavy
one. It follows that the waviness of the interface, which was seen
to promote first- and third-quadrant events, also participates in the
transfer mechanisms, in line with the findings of the analysis for
the Reynolds stress.

With moderate interfacial condensation �Fig. 6�, nothing sig-
nificantly different is observed in the vapor phase for both the flat
and wavy interfaces. At the liquid side with the flat interface, i.e.,
C11, the probabilities of first- and third-quadrant events slightly
increase, pI=0.173 and pIII=0.128, compared to the case without
condensation. However, their contribution to the heat transfer re-
mains almost unchanged, 11.2% and 9.0%, respectively, meaning
that sweeps and ejections are the main mechanisms driving the
transfer. At the wavy interface, sweeps decrease their contribution,
i.e., 58% �pIV=0.346�, being replaced by the other three events,
particularly pI=0.213 �13.2%�, pII=0.293 �14.1%�, and pIII
=0.148 �14.7%�. A further increase in the condensation rate �see
Fig. 7� does not show any significant variation in the probabilities
and heat contents, for both phases, either.

4 Heat Transfer Coefficient
One of the major objectives of this study is to understand which

velocity scale is relevant for the HTC at the interface, in the
presence of condensation. For the problem considered here, a
study of the scaling law for the HTC as a function of the Prandtl

number is not feasible because the variation of this parameter is
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egligible; thus, the objective is restricted to the establishment of
he best suited velocity scale that should be used to normalize the
ondensation heat transfer process.

It has been shown in the previous section that the total interfa-
ial shear stress changes because of the interfacial condensation,
s well as for the presence of interfacial waves; the frictional drag
hen is reduced, and so does the frictional velocity u�. The HTC,
caled with both u� and u�, obtained by the present DNS simula-
ions are reported in Table 2, where the ratio u� /u� as well as the
randtl number have been included for completeness. For the
ases without interfacial condensation, i.e., R1 and R2, the result-
ng values for both phases are in line with the results reported by
ombardi et al. �11�, for the case of passive-scalar transfer at the
at and wavy interfaces; the differences are in the range of the
tatistical error, i.e., 
10%.

4.1 Vapor Side. In the DNS of passive heat transfer �9�, we
ave shown that for low-to-moderate Pr numbers �i.e., 1–10�, the
TC in the vapor phase scales with the frictional velocity u� as

KGPr0.6

u�G

= C �5�

here C=0.058. From Fig. 8, it can be argued that the condensa-
ion heat transfer is better represented when the HTC is normal-
zed by the friction velocity rather than with u�. As depicted in
his figure, when the R1 and R2 data are connected together with
q. �5�, the value of the constant is slightly larger, i.e., C
0.0615. The small difference in the value of the constant might
e due to the fact that the vapor-liquid density ratio employed in
he present simulations is smaller than the one considered in Ref.
9� �18.4 versus 29.9�. Moreover, we observe the condensation C
esult data to fall slightly below the line connecting the R1 and R2
ases. A twofold effect of the liquid subcooling can be observed:

Fig. 3 Instantaneous contours of the normaliz
vapor phase
n one side, it reduces slightly the transfer coefficient �i.e., shift

ournal of Heat Transfer
in the vertical direction�, and on the other, it results in a reduction
of the friction velocity �i.e., shift in the horizontal direction�.

4.2 Liquid Side. The liquid-side heat transfer is more inter-
esting from the engineering point of view as it controls the con-
densation process. For the liquid phase, in the case of high-
Schmidt �Sc� passive mass transfer, De Angelis et al. �13�
developed a relationship between frictional velocity and scalar
exchange rate based on the surface renewal theory, i.e., derived a
scaling law for the transfer velocity based on the surface renewal
theory, i.e.,

KLSc0.5

u�L

= 0.108 − 0.158 �6�

De Angelis et al. �13� have shown that this expression holds also
in the presence of small interfacial capillary waves if the shear
velocity due only to frictional drag is used as the characteristic
velocity scale. It was concluded that Eq. �6� is inadequate for the
prediction of the transfer rates in the case of low-Sc numbers.

The results obtained for the liquid side in the present simula-
tions are plotted in Fig. 9. It is interesting to observe that in the
presence of condensation, the HTC remains roughly unaffected by
the rate of condensation for both groups of low and high viscous
shears. Since the total shears velocity is fixed, consequently, an
apparent scaling of the HTC with u� can be observed. This ap-
parent behavior is opposite to what was observed in passive heat/
mass transfer problems, where the transfer coefficient was seen to
better scale with the frictional velocity u�.

Assuming the conventional Prandtl number dependence for the
transfer coefficient, the DNS results for the R1 and R2 cases with-

HTC and of the interfacial shear stress in the
ed
out condensation can be fitted by

FEBRUARY 2008, Vol. 130 / 021501-5
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KLPr0.5

u�L

= 0.079 �7�

f the C points were obtained in the absence of mass exchange
ffects, one would have expected them to correlate with u� and
all on the straight line joining R1 and R2, given by Eq. �7�. In
his light, one can argue that the vertical distance between the
oints C and the R1-R2 line represents an augmentation of heat
ransfer due to the combined effects of mass exchange �for all the

points� and possibly also of the interfacial waviness �for points
21 and C22 only�. This is depicted in Fig. 10, where �KL is the
ifference between the value of KL obtained from the present
NS and the value of KL as if it were on the line connecting
1-R2. As it can be observed, if the low-viscous-shear points C11
nd C12 �flat interface� are connected with lines passing through
he origin, a first observation that can be made is that the slopes of
hese two lines are proportional to the subcooling or the conden-
ation rate, as could have been expected. Second, the points C21
nd C22 lie above these lines: one could argue that the extra
ugmentation of KL in these two last cases might be due to the
aviness of the interface. At this point, the fact that at both u�

evels the HTC remains roughly constant seems to be fortuitous.
We now compare interesting to compare the values of the

iquid-side HTC inferred from the present DNS to those delivered
y some “well known” correlations for condensation heat transfer
vailable in the literature, some of which have already been intro-
uced in the Introduction. For example, the turbulence-centered
odel proposed by Kim and Bankoff �14� can be slightly refor-
ulated by introducing the height of the liquid layer and the fric-

ional velocity as turbulent characteristic length and velocity
cales. Since the length scale associated with the wave motion can
e directly obtained from the DNS data, their model expression

Fig. 4 Instantaneous contours of the normaliz
liquid phase
ed HTC and of the interfacial shear stress in the
ay be rewritten as

21501-6 / Vol. 130, FEBRUARY 2008
Fig. 5 Probability distribution of “strongly coherent” uw
events versus normalized HTC at the interface. Lines and sym-
bols are used to identify R1 and R2, respectively. „—… and „�…, I
quadrant events; „---… and „�…, II quadrant events; „¯… and „�…,

III quadrant events; „-·-… and „�…, IV quadrant events.
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KLPr0.5

u�L

= 0.113� ak

kmax
�0.12

�8�

here ak is the wave slope. From the present DNS database, an
veraged value of �ak /kmax�0.12=0.672 has been obtained, which
educes the previous equation to

KLPr0.5

u�L

= 0.088 �9�

ther correlations available in the literature include the one sug-
ested by Carpenter and Colburn �15�, who performed experi-
ents on film condensation inside vertical tubes and proposed a
odel expression that can be recast in the form

KLPr0.5

u�L

= 0.043 �10�

oliman et al. �16� also experimented on film condensation inside
ertical tubes but considered the relative contributions of friction,
omentum, and gravity to the shear stress; they proposed to cor-

elate the HTC as follows:

KLPr0.35

u�L

= 0.036 �11�

inally, the correlation proposed by Linehan �17� does not account
or the dependency on the Prandtl number; using the present DNS
esults, their expression can be rewritten, however, as

KL

u�

= 0.070 �12�

ig. 6 Probability distribution of strongly coherent uw events
ersus normalized HTC at the interface. Lines and symbols are
sed to identify C11 and C12, respectively. „—… and „�…, I quad-
ant events; „---… and „black �…, II quadrant events; „¯… and
black �…, III quadrant events; „-·-… and „black �…, IV quadrant
vents.
L

ournal of Heat Transfer
The results of this comparison are discussed in the context of
Fig. 11. As can be observed, the present DNS results are in good
agreement with the model of Kim and Bankoff �14�, whereas the
other correlations give lower predictions for the condensation
HTC.

The message here is that only models that incorporate a mea-
sure for surface deformations are capable of providing the best
results. This is in line with what we have later found when ex-
ploring the so-called surface divergence model �SDM� �10� incor-
porating such information through the surface curvature.

4.3 Surface Divergence Model. In our previous contributions
to this subject �10�, we have unexpectedly found the SDM of
Banerjee �12� to also apply for the scalar transport parametrization
at sheared interfaces, although it was primarily thought for isotro-
pic, homogeneous turbulence conditions and nonsheared inter-
faces. In the modified form of the SDM model, the interfacial
mass transfer reads �10�

KSc0.5

U�

= CRet
−0.5��� · utang − 2w� � · n�2�int

0.25 �13�

where C is a model constant of the order of unity, and the quantity
between square brackets is the square of the surface divergence
field tangential to the interface �known as the dilation term� due to
the fluctuating motions. Velocity fluctuations are indeed possible
at deformable sheared interfaces, such that the two-dimensional
continuity equation cannot be satisfied. This term physically rep-
resents the signature of the interfacial deformation caused by
sweep events that bring bulk fluid toward the interface. The right-
hand-side term is normalized using the integral velocity and
length scales of the far field turbulence, i.e., U� and ��, and
Ret=U��� /� is the turbulent Reynolds number.

Fig. 7 Probability distribution of strongly coherent uw events
versus normalized HTC at the interface. Lines and symbols are
used to identify C21 and C22, respectively. „—… and„�…, I quad-
rant events; „- - -… and „black �…, II quadrant events; „¯… and
„black �…, III quadrant events; „-·-… and „black �…, IV quadrant
events.
The above form requires a closure for the right-hand-side term.
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his has been intuitively made based on the Hunt–Graham block-
ng theory �12� and later on validated against the DNS data �10�,
s shown in Fig. 12,

KSc0.5

U�

= CRet
−1/2�0.3�2.83Ret

3/4 − 2.14Ret
2/3��1/4 �14�

The scaling between the DNS based surface dilation term
hown in the above figure �from earlier work� and the Hunt–
raham blocking theory is also expected to apply under phase-

hange conditions, in which case the model can be tested and
ompared to the DNS data. The result of this comparison is shown
n Fig. 13, where the results obtained by the model of Eq. �14� for
ll interfacial shear velocities reported in Table 1 are compared to
he true DNS data. The agreement between the two sets of data is
xcellent for the range of turbulence �shear Reynolds number� and
hermal conditions �subcooling and superheating rates� employed

Table 2 Values of the HTC

Case u� /u�

Vapor

Pr K �104 m /s� K+

R1 1.00 0.95 7.875 0.0625
C11 0.91 0.95 7.056 0.0560
C12 0.84 0.95 6.301 0.0500

R2 0.98 0.95 23.701 0.0627
C21 0.90 0.95 21.281 0.0563
C22 0.83 0.95 18.673 0.0494

ig. 8 Vapor-side dimensional heat transfer velocity plotted
ersus the shear and friction velocities

ig. 9 Liquid-side dimensional heat transfer velocity versus

he shear and friction velocities

21501-8 / Vol. 130, FEBRUARY 2008
in this work. The comparison is made with the C constant equal to
0.35, which was found to be better suited for Sc/Pr numbers of the
order of unity; an augmented value of C=0.45 should be em-
ployed for higher Sc/Pr values. What is important to note is that
the turbulent Reynolds number appearing in Eq. �14� is the actual
one, and should be smaller than the initial value.

5 Interfacial Friction
To use the correlation for the HTC proposed in the previous

paragraph, the interfacial shear velocity should be known. From
an engineering point of view, the value of the interfacial shear
stress is not a priori known, but it is more likely that some global
parameters, such as the turbulence Reynolds numbers or the bulk
velocities of the two phases, are available and can be used to
estimate the interfacial friction velocity.

An approach to estimate the friction factor for condensing
stratified steam water has been proposed by Linehan �17� and,

ived from the present DNS

Liquid

K�
+ Pr K �105 m /s� K+ K�

+

0625 1.15 4.978 0.0727 0.0727
0615 1.15 4.958 0.0724 0.0796
0595 1.17 4.876 0.0712 0.0848

0640 1.17 14.894 0.0725 0.0740
0626 1.15 15.162 0.0742 0.0824
0595 1.17 15.058 0.0733 0.0883

Fig. 10 Effect of liquid subcooling and interfacial waviness

Fig. 11 Comparison of the liquid-side DNS data with other
der

0.
0.
0.

0.
0.
0.
correlations
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ubsequently, by Kim et al. �18�. Observing that the shear stress at
he interface, in the presence of condensation, is influenced by the

ass exchange, these authors proposed the relation

�int = �int,a − �ūG − ūint�ṁ �15�

here �int,a represents the interfacial shear without condensation
nd ṁ is the rate of condensation. The second term on the right-
and side of Eq. �15� represents the interfacial momentum trans-
er, in which the difference �ūG− ūint� is the relative vapor velocity
ith respect to the moving interface, ūbulkG

. In nondimensional
orm, Eq. �15� can be rewritten as

f = fa −  �16�

here

ig. 12 Comparison of the surface term with the dilation con-
ribution to the Hunt–Graham blocking theory

Fig. 13 HTC parametrization by means of the SDM model

Table 3 Fr

Case �int
+ ūbulkG

+ �G
+

R1 1.00 13.968 0.0000
C11 0.83 12.842 0.0132
C12 0.71 12.034 0.0261
R2 0.96 13.833 0.0000
C21 0.81 12.706 0.0136
C22 0.69 11.798 0.0269
ournal of Heat Transfer
f = 2� u�G

ūbulkG

�2

=
2�int

+

ūbulkG

+2  =
2ṁ

�GūbulkG

=
2�G

+

ūbulkG

+ �17�

The values of the friction factor obtained from Eq. �16� using the
DNS values for the interfacial shear without condensation �from
the R1 and R2 cases� and the rate of condensation, are reported in
Table 3 and plotted in Fig. 14.

It can be observed that the DNS predictions of shear with con-
densation are in good agreement with the values predicted by Eq.
�16�; although small differences are noticeable in the cases of
wavy interface or large subcooling, the results confirm that in the
presence of condensation, the interfacial shear stress is influenced
by the mass exchange, as proposed by Kim et al. �18�.

6 Conclusions
This new DNS database for the steam-water stratified flow has

been exploited to understand the importance of the relative driv-
ing mechanisms for the condensation heat transfer in both phases.
It has been observed that the heat transfer mechanisms in the two
phases are different and do not depend significantly on either the
interfacial deformation or condensation. In the vapor, the heat
transfer correlates locally with the interfacial shear. On the liquid
side, however, the shear stress patterns do not clearly indicate
mass transfer rates, nor do they indicate ejections and sweeps. The
probability analysis of the quadrant events as a function of inter-
facial heat transfer has shown that in both phases, the heat transfer
occurs predominantly through the fluid pumped toward the inter-
face by sweeps and then removed by ejections. First- and third-
quadrant events play only a marginal role.

On the gas side, condensation heat transfer is well represented
when the HTC is normalized with the friction velocity. The scal-
ing law obtained for passive heat transfer reported in Ref. �9� still
holds. In the liquid phase, the DNS results provided a condensa-
tion HTC that remains roughly constant for a given total shear
velocity u� �or pressure gradient�. However, an augmentation of
heat transfer due to the combined effects of mass exchange and
interfacial waviness has been observed. The DNS data compare
well with the correlation of Ref. �14� for similar experimental

on factors

 fa f fDNS

0000 0.01025 0.01025 0.01025
0206 0.01213 0.01007 0.01004
0434 0.01381 0.00947 0.00974
0000 0.01004 0.01004 0.01004
0214 0.01190 0.00976 0.01003
0456 0.01380 0.00924 0.00990

Fig. 14 Comparison of the computed interfacial friction fac-
tors with the values obtained using Eq. „16…
icti

0.0
0.0
0.0
0.0
0.0
0.0
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onditions. The SDM of �10� is found to apply in the liquid phase,
oo, with an excellent agreement with the low-to-mild interfacial
hear regime in particular.

The DNS data confirm that in the presence of condensation the
nterfacial shear stress is influenced by the mass exchange, and a
orrection factor based on the rate of condensation is needed to
orrectly predict the variation of the friction coefficient.
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omenclature
a � wave amplitude

ak � wave slope
cp � heat capacity
f � friction coefficient

Fr � Froude number
h � half-depth of each domain

Ja � Jakob number
k � wave number

K+ � nondimensional transfer coefficient
ṁ � mass flow rate
n � surface normal vector

p+= p /�u�
2 � nondimensional dynamic pressure

Pr � Prandtl number
qint � interfacial heat flux

R=��L /�G � density ratio
Re � Reynolds number

Re�=u�2h /� � imposed shear Reynolds number
Re�=u�2h /� � resulting shear Reynolds number

Ret=Uinf�inf /� � turbulent Reynolds number
Sc � Schmidt number
ti � tangential unit vectors

t+=� /u�
2 � nondimensional time unit

T�=qint /�cpu� � reference temperature
T+= �T−Tint� /T� � nondimensional temperature

u+ � nondimensional instantaneous velocity
U+ � nondimensional time averaged velocity
u+ � fluctuating velocity

u+=u /u� � nondimensional velocity
u�=��int /� � resulting shear velocity

u�=��� /� � imposed shear velocity
We � Weber number

reek Letters
�x+ � nondimensional grid units

�Tsup � superheating
�Tsub � subcooling

�p � pressure gradient driving the flow
H � latent heat of phase change
	 � surface tension coefficient
� � nondimensional condensation rate

�inf � integral length scale
� � viscosity
21501-10 / Vol. 130, FEBRUARY 2008
� � density
� � viscous stress

�int=�du /dzint � resulting interfacial shear stress
��=2h�p � imposed interfacial shear stress

Subscripts
bulk � bulk

int � interfacial
inta � without condensation

� � integral
sup � superheating
sub � subcooling

L � liquid
G � gas/vapor
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Temperature Scalings and
Profiles in Forced Convection
Turbulent Boundary Layers
Based on the theory of similarity analysis and the analogy between momentum and
energy transport equations, the temperature scalings have been derived for forced con-
vection turbulent boundary layers. These scalings are shown to be able to remove the
effects of Reynolds number and the pressure gradient on the temperature profile. Fur-
thermore, using the near-asymptotic method and the scalings from the similarity analysis,
a power law solution is obtained for the temperature profile in the overlap region.
Subsequently, a composite temperature profile is found by further introducing the func-
tions in the wake region and in the near-the-wall region. The proposed composite tem-
perature profile can describe the entire boundary layer from the wall all the way to the
outer edge of the turbulent boundary layer at finite Re number. The experimental data
and direct numerical simulation (DNS) data with zero pressure gradient and adverse
pressure gradient are used to confirm the accuracy of the scalings and the proposed
composite temperature profiles. Comparison with the theoretical profiles by Kader (1981,
“Temperature and Concentration Profiles in Fully Turbulent Boundary Layers,” Int. J.
Heat Mass Transfer, 24, pp. 1541–1544; 1991, “Heat and Mass Transfer in Pressure-
Gradient Boundary Layers,” Int. J. Heat Mass Transfer, 34, pp. 2837–2857) shows that
the current theory yields a higher accuracy. The error in the mean temperature profile is
within 5% when the present theory is compared to the experimental data. Meanwhile, the
Stanton number is calculated using the energy and momentum integral equations and the
newly proposed composite temperature profile. The calculated Stanton number is consis-
tent with previous experimental results and the DNS data, and the error of the present
prediction is less than 5%. In addition, the growth of the thermal boundary layer is
obtained from the theory and the average error is less than 5% for the range of Reynolds
numbers between 5�105 and 5�106 when compared with the empirical correlation for
the experimental data of isothermal boundary layer conditions.
�DOI: 10.1115/1.2813781�

Keywords: turbulent boundary layer, similarity analysis, forced convection heat transfer,
temperature scaling
Introduction

Heat transfer in turbulent boundary layers has attracted many
esearchers due to its various applications in industry such as in
eat exchangers, gas turbine blades, aircrafts, electronic cooling,
nd so on. However, this phenomenon remains unsolved due to
he complexity of nonlinear turbulent quantities. The problem of
orced convection turbulent boundary layer flow is worse in the
ase of pressure gradient flows, particulary in adverse pressure
radient �APG� flow.

Experimental investigations related to forced convection turbu-
ent boundary layers were mainly performed during and before the
970s. Analytical studies and numerical simulations have been the
ain tool to investigate heat transfer problems in boundary layer
ows. Due to high computing cost and limitation of low Reynolds
umber flows, many complex flows in engineering applications
re not well understood by numerical simulations alone, Gad-el-
ak �1�. Therefore, dimensional analysis and similarity analysis
re still useful tools in understanding the basic physics of heat
ransfer in turbulent boundary flows including high Reynolds
umber problems. Using dimensional analysis, Perry et al. �2�

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 13, 2006; final manuscript received
ay 30, 2007; published online February 4, 2008. Review conducted by Anthony M.
acobi.

ournal of Heat Transfer Copyright © 20
investigated the velocity and temperature profiles in turbulent
boundary layers subject to the APG. A half-power law was found
for the velocity profile and an inverse-half-power law for the tem-
perature profile in the region of the pressure gradient layer. Fur-
thermore, Afzal �3� derived the same power law using the
matched asymptotic expansion method. These power laws were
limited to describe the temperature profile in a small overlap re-
gion and cannot be used to describe the entire boundary layer.
Kader �4� later proposed the following equations to describe the
temperature profile in the zero pressure gradient �ZPG� turbulent
boundary layers as

TW − T

T�

= Pry
+ exp�− �� + �2.12 ln��1 + y+�

2.5�2 − ȳ�
1 + 4�1 − ȳ�2�

+ ��Pr��exp	−
1

�

 �1�

where y+=yu� /�, ȳ =y /�, �=10−2�Pry
+�4 / �1+5Pr

3y+�, and ��Pr�
= �3.85Pr

1/3−1.3�2+2.12 ln Pr. This equation was derived assum-
ing that a single temperature scaling exists in the overlap region.
A decade later, Kader �5� investigated the temperature profile of
turbulent boundary layer flow subject to pressure gradient using
dimensional analysis and the asymptotic method. The boundary
layer was divided into three regions, and each region was de-
scribed by a given formulation. Moreover, these equations were

derived based on the assumption of a moving-equilibrium bound-

FEBRUARY 2008, Vol. 130 / 021701-108 by ASME
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ry layer, which means that for a given value of the streamwise
ocation x, all the characteristics of the fluid flow depend on the
ocal value of the position of x only. However, recent investigators
rgued that the downstream flow cannot forget its upstream his-
ory, and the upstream conditions, such as the tripping wire �its
hape, size, and location� and the wind tunnel speed will have
ome effects on the development of the downstream flow, Erm
nd Joubert �6�, Castillo and Johansson �7�, and Castillo and
alker �8�.
Instead of using conventional dimensionless analysis or simi-

arity analysis, Churchill et al. �9,10� proposed an algebraic model
o scale the mean turbulence quantities, turbulence Reynolds
tresses, and turbulence heat flux. Le and Papavassiliou �11� used
he theory of Churchill et al. �9,10� to develop a temperature pro-
le for low Re turbulent flow. Moreover, Wei et al. �12,13� devel-
ped the so-called “multiscale analysis” in order to study the
tructure of the turbulent boundary layer with and without heat
ransfer. Different from all the previous studies, George and co-
orkers introduced the near-asymptotic method �14,15�. George

14� used a near-asymptotic method in order to derive the solution
f the velocity profile in the overlap region. By matching the
rofiles in the inner and outer regions at the finite Re number, a
elocity profile can be obtained. This approach is opposite to the
lassical method in which the velocity profiles are obtained in the
imit of infinite Reynolds number. Using the near-asymptotic

ethod, George and Castillo �15� derived a power law solution for
he velocity profile in the overlap region of a ZPG turbulent
oundary layer. They further proposed a composite velocity pro-
le for the same type of flow. George et al. �16� discussed that a
ower law solution should also exist to describe the temperature
rofile in the overlap region of a thermal boundary layer. In the
urrent investigation, the temperature scaling derived by Wang
nd Castillo �17� will be reviewed first. Then using the new tem-
erature scalings proposed by Wang and Castillo �17�, a new
ower law solution will be derived for the temperature profile in
he overlap region by applying the near-asymptotic theory. Fur-
hermore, a composite temperature profile is constructed by intro-
ucing a new wake function for the outer region and a function
escribing the near-wall region. In addition, this composite tem-
erature profile will be verified using the ZPG and APG experi-
ental data of Blackwell �18�, Reynolds �19� and the direct nu-
erical simulation �DNS� data of Kong et al. �20�. Also, the

heoretical profiles of Kader �4,5� will be used for comparison and
erification of the present theory. A unique feature of the proposed
ew composite temperature profile is its validity at the finite Re
umber over the entire thermal boundary layer �i.e., from the near-
he-wall region to the outer region�. In addition, this new compos-
te temperature profile will be applied to the energy integral equa-
ion to calculate the heat transfer law.

Theory

2.1 Temperature Scalings From Similarity Analysis. In the
imit as the Reynolds number goes to the infinity, the boundary
ayer equations become independent of the Reynolds number,
chlichting and Gersten �21�, George and Castillo �15�. Therefore,
ny scaling or function representing the boundary layer solutions
ust also be independent of the Reynolds number in this limit.
onsequently, the inner and outer scalings of turbulent boundary

ayers can also be determined in this limit �i.e., the asymptotic
nvariance principle: AIP proposed by George and Castillo �15��.

ost recently, Wang and Castillo �17� applied this theory to
orced convection turbulent boundary layers with and without ex-
ernal pressure gradient. Two different scalings are derived for the
nner and outer regions, respectively. The temperature profiles can
e written in inner and outer variables and given as

Tw − T
= gsi�yT

+;�T
+� �2�
Tsi

21701-2 / Vol. 130, FEBRUARY 2008
T − T�

Tso
= gso�ȳT;�T

+� �3�

Substituting Eqs. �2� and �3� into the inner and outer thermal
turbulent boundary layers in the limit as �T

+→�, the new inner
and outer temperature scalings are found to be

Tsi = Pr�St�TW − T�� �4�

Tso =
�T

*

�T
�TW − T�� �5�

The variables yT
+ and ȳT are the inner and outer similarity length

scales, respectively, defined as

yT
+ =

yU�

�
�St �6�

ȳT =
y

�T
�7�

The ratio of inner to outer similarity length scales is denoted by �T
+

and given as

�T
+ =

yT
+

ȳT

=
�TU�

�
�St �8�

The outer temperature scaling Tso includes the term �T
* /�T, which

is the ratio of the thermal displacement thickness �T
* to the thermal

boundary layer thickness �T. The thermal displacement thickness
�T

* is defined as

�T
* =�

0

�
T − T�

Tw − T�

dy �9�

Figures 2 and 3 show the comparison between the classical scal-
ing and the new scaling using the ZPG and APG forced convec-
tion experimental data by Blackwell �18�. The APG experiments
were performed in such a way that a power law relationship be-
tween the free stream velocity U� and the streamwise distance x
exists, i.e., U�xm, where the power law coefficient m represents
the strength of the pressure gradient. A different value of m means
that the flow is subject to different strengths of the pressure gra-
dient. The ZPG data are also from the experiment by Blackwell
�18�. The Reynolds number based on � varies between 515 and
2805 and the upstream wind tunnel speed is given by Uo
�10 m /s.

In the classical scaling, both the inner and outer temperature
profiles were scaled with T�=qw /	Cpu� where qw is the heat flux
imposed at the wall and u� is the friction velocity. For example,
Fig. 2�a� shows various ZPG and APG experimental data in clas-
sical variables �i.e., T� and U��. Clearly, the profiles do not col-
lapse into a single curve as one may expect in the classical view.
For the experimental data with different strengths of the pressure
gradient, the profiles collapse into a single curve for a given ex-
ternal strength of the pressure gradient; however, the collapsed
profiles show different shapes as the pressure gradient changes. In
contrast, the temperature profiles dimensionalized by the new
scaling Tsi= Pr�Tw−T��St1/2 show an excellent collapse over the
entire boundary layer as presented in Fig. 2�b�. Notice that all the
experimental data with different Reynolds numbers and pressure
gradients collapse into the same curve, especially in the near-the-
wall region. Thus, the new scaling is able to capture the influences
of the local heat transfer and the external pressure gradient. This
fact will be shown later to play a crucial role in determining the
functional forms of the temperature profiles gsi and gso.

Figures 3�a� and 3�b� show the same experimental data plotted
in outer variables. Figure 3�a� shows the temperature profiles nor-
malized by the friction temperature T�, as given by the classical

approach. Notice that for the experimental data with fixed up-
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tream conditions and pressure gradient, the profiles collapse into
ne single curve. However, each of these profiles has different
hapes from each other due to different external pressure gradients
mposed on the flow. On the other hand, Fig. 3�b� shows the same
xperimental data using the new outer scaling Tso=�T

* /�T�TW

T��. Clearly, the new scaling, compared to the classical scaling,
emoves all the effects of pressure gradient and the dependence on
he Reynolds number given by �T

+ in the outer flow. Therefore, all
rofiles collapse into a single curve regardless of these effects.

Consequently, Figs. 2�b� and 3�b� indicate that an asymptotic
emperature profile exists when the profiles are scaled by the new
nner and outer scalings. Nevertheless, there may be a weak de-
endence in the overlap region on the Reynolds number.

2.2 Temperature Profiles in the Overlap Region. Proper
emperature scalings have been reviewed in the previous section;
hese scalings are able to remove most of the effects from the
eynolds number dependence and different strengths of pressure
radients. In this section, an analytical function will be derived to
escribe the entire temperature profile from the near-the-wall re-
ion up to the outer region of the boundary layer.

The inner and outer temperature scalings will be used in order
o determine the functional dependence in the overlap region �i.e.,
he common region between the inner and outer flows given in
ig. 1�. Figure 1 shows the diagram of different layers within the

hermal boundary layer, which corresponds to various regions
ithin the velocity layer discussed by George and Castillo �15�.
ccording to George and Castillo �15�, an overlap region is found

or the velocity boundary layer within the range of 30
y+

0.1�+. For the thermal boundary layer, an overlap region can be
imilarly transformed from the velocity overlap region as 30�

+ + + + �

Fig. 1 Schematic showing various re
yT 
0.1� � considering yT =y �, where �= St / �Cf /2�. The

ournal of Heat Transfer
overlap region includes two sublayers: one is the convective sub-
layer where the conduction term has almost no effect; the other
one is the thermal mesolayer where the conduction term is not
negligible, and it has certain effects on the turbulent heat flux
term. The temperature scalings and the functions for the inner and
outer flows will be employed together in order to build the com-
posite temperature.

George and Castillo �15� proposed the near-asymptotic method
to investigate the velocity profile in the ZPG boundary layer flow.
This theory will be applied for the temperature profile in the over-
lap region of turbulent boundary layers. According to the near-
asymptotic theory, the following conditions or assumptions should
be satisfied. First, at the finite Re number given by �T

+, the tem-
perature profile scaled in either inner or outer variables can de-
scribe the flow everywhere inside the boundary layer. Therefore,
at finite Reynolds number, the inner temperature profile of Eq. �2�
and the outer temperature profile of Eq. �3� must match each
other, and it follows that

QT��T
+� = PT��T

+�gsi + gso �10�

where

QT��T
+� =

Tw − T�

Tso
PT��T

+� =
Tsi

Tso
�11�

for all values of y and �T
+. Second, the temperature derivatives

with respect to the vertical position y should also be the same
whether the temperature profile is expressed in terms of inner
variables or outer variables at finite Re number. Consequently, for
the fixed Re number given by �T

+, the temperature derivatives must
match each other between the inner and outer regions, and it fol-

ns inside the thermal boundary layer
lows that

FEBRUARY 2008, Vol. 130 / 021701-3
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ȳT� �gso

�ȳT
�

�T
+

= − PT��T
+�yT

+� �gsi

�yT
+ �

�T
+

�12�

ince the overlap region cannot be maintained in a certain vertical
osition with the change of the downstream position x due to the
act that the boundary layer continues to grow in this direction, an
ntermediate variable ỹT is introduced. This intermediate variable

Fig. 2 Comparisons of the temperat
classical scaling and present scaling
T can be fixed in the overlap region all the way to the limit of

21701-4 / Vol. 130, FEBRUARY 2008
Re→�, regardless of what is happening in the physical space
according to George and Castillo �15�. Using this intermediate
variable ỹT, the inner and outer length scales should take the fol-
lowing forms;

yT
+ = ỹT�T

+n
ȳT = ỹT�T

+n−1
�13�

where 0
n
1. In the limit as �T
+→�, ȳT→0 and yT

+→� while

profiles in inner variables using the
ZPG and APG flows
ure
for
yT remains fixed in the overlap region along the boundary layer.
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herefore, the matching condition of Eq. �10� can be transformed
n terms of the intermediate variable ỹT and given by

QT��T
+� = PT��T

+�gsi�ỹT�T
+n

;�T
+� + gso�ỹT�T

+n−1
;�T

+� �14�

here the variables PT and QT have the same definitions as given
y Eq. �11�. Differentiating Eq. �14� with respect to �T

+ for the
˜

Fig. 3 Comparisons of the temperat
classical scaling and present scaling
xed yT yields

ournal of Heat Transfer
�dQT

d�T
+ �

ỹT

=
dPT

d�T
+ gsi + PT�� �gsi

�yT
+ �

�T
+
nỹT�T

+n+1
+ � �gsi

��T
+�

yT
+
�

+ � �gso

�ȳT
�

�T
+
�n − 1�ỹT�T

+n−2
+ � �gso

��T
+ �

ȳT

�15�

and clearing terms by using Eqs. �10� and �12�–�14�, it follows

profiles in outer variables using the
ZPG and APG flows
ure
for
that
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ȳT� �gso

�ȳT
�

�T
+

= gso�T + T + gso	SoT − SiT +
QT

gso
SiT
 �16�

here

�T��T
+� = −

�T
+

PT��T
+�

dPT��T
+�

d�T
+ �17�

T��T
+� = − QT��T

+��T − �T
+dQT��T

+�
d�T

+ �18�

SiT�yT
+,�T

+� =
1

gsi
� �gsi

��T
+�

yT
+

�19�

SoT�ȳT,�T
+� =

1

gso
� �gso

��T
+ �

ȳT

�20�

bserve that the variables SiT and SoT, as defined in Eqs. �19� and
20�, represent how fast the functions gsi and gso change with
espect to �T

+ for a fixed y position, respectively. Both of them will
anish identically in the limit of �T

+→�. Meanwhile, when the
emperature profiles are normalized using the new scalings, as
hown in Figs. 2�b� and 3�d�, the temperature profiles gsi in inner
ariables and gso in outer variables have a very weak dependence
n �T

+ in the overlap region. Therefore, the following relationship
oT=SiT�0 exists in the overlap region and Eq. �16� can be writ-
en as

ȳT� �gso

�ȳT
�

�T
+

� gso�T + T �21�

he solution of Eq. �21� is a first order approximation of the outer
rofile, gso. Consequently, in the overlap region, a power law so-
ution is obtained by integrating Eq. �21� as

T − T�

Tso
= gso��ȳT,�T

+��overlap = CoT��T
+��ȳT + āT��T��T

+� + BoT��T
+�

�22�

here BoT��T
+�=−T /�T. Similarly, a power law solution ex-

ressed in inner variables can be formulated in a similar way and
as the following form:

Tw − T

Tsi
= �gsi�yT

+,�T
+��overlap = CiT��T

+��yT
+ + aT

+��T��T
+� + BiT��T

+�

�23�

here BiT��T
+�=−�T /�T with �T=�T

+ / PT�dQT /d�T
+�, which is also

first-order approximation to the temperature profiles in the over-
ap region. The parameters aT

+ and āT in Eqs. �22� and �23� arise
rom the fact that the results should be independent of the origin
hift according to George and Castillo �15� and Oberlack �22�.
eorge and Castillo �15� used a value of −16 for a+ in the ZPG
elocity profile. Here, aT

+ and āT can be simply transformed from
+ by aT

+=�a+ with �=�St / �Cf /2� and āT=a+�� /�T��1 /�+�. Other
oefficients such as CoT, CiT, �T, BiT, and BoT are the functions of

T
+ only. Matching the outer profile Eq. �22� and the inner profile
q. �23� yields the following constraints given as

ln �T
+ d�T

d ln �T
+ =

d ln�− CoT/CiT�
d ln �T

+ �24�

nd

BoT = �T/�T
*�1 − Pr�StBiT� �25�
he solutions of the constraint given in Eq. �24� are as follows:
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�T = �T� +
�A

�ln �T
+�1+�

�26�

CoT

CiT
=

CoT�

CiT�

exp� �1 + ��A
�ln �T

+�� � �27�

where the coefficients A=2.9 and �=0.46, which use the same
value as the case of the velocity profile discussed by George and
Castillo �15�. The coefficients �T�, CoT�, and CiT� are the
asymptotic values of �T, CoT, and CiT. These asymptotic constants
will be determined from the experimental data of Blackwell �18�
in the later sections.

2.3 Temperature Profiles in the Inner Region. In the region
very close to the wall, the heat conduction term is a first order
term compared to convection terms in the governing equation.
Monin and Yaglom �23� have shown that the Taylor expansion of
the mean temperature profile in the sublayer region has the form
of

TW − T

T�

= Pr�y+ − C4�y+�4 + C5�y+�5 + ¯ � �28�

where T�=qw /	CPu�. In this investigation, this Taylor’s expansion
will be used. A filter function of the exponential form will be
adopted considering the fact that the combination of the near-wall
expansion, Eq. �28�, and the overlap expansion, Eq. �23�, is valid
up to y+�15. George and Castillo �15� used a similar idea to form
the inner velocity profile. An expression, which can describe the
inner temperature profile, is given as

�29�
in which the coefficients C4�1�10−4, C5�3�10−6, and the
damping coefficient d=1�10−7 were obtained from the experi-
mental data in the inner region �0�y+�15�.

2.4 Temperature Profiles in the Outer Region. In order to
ensure that the temperature profile is best represented in the wake
region and that all the boundary conditions are satisfied, a poly-
nomial wake function is proposed. In the present investigation, the
suggested thermal wake function takes the polynomial form of
wT�ȳT�=wmȳT

2 +wnȳT
3, which is similar to the one used by Kader

�5� and Granville �24�. Combining the power law solution in the
overlap region in outer variables and the new wake function, the
outer composite temperature profile is then given as,

�30�

The coefficients wm and wn appearing in the wake function w�ȳT�
depend on �T

+, which is contrary to the assumed constant values
given as wm=6 and wn=−4, by Kader �5� and Granville �24�. In
the present derivation, the coefficients wm and wn are determined
such that they satisfy the boundary layer conditions given as

y = �T�or ȳT = 1� ⇒
dT

dy
= 0

T − T�

TW − T�

= 0 �31�

Thus, using the above boundary conditions, Eqs. �31� and �30�,

the analytical forms of wm and wn are obtained as
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Fig. 4 The composite temperature profile of ZPG flows: Blackwell †18‡
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Fig. 5 The composite temperature profile of ZPG flows: Reynolds †19‡
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Fig. 6 The composite temperature profile of DNS data for ZPG flows: Kong et al. †20‡
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wm = −
�T

*

�T
�3CoT�1 + āT��T + 3BoT − CoT�T�1 + āT��T−1� �32�

wn = −
�T

*

�T
�CoT�T�1 + āT��T−1 − 2CoT�1 + āT��T − 2BoT� �33�

here �T
* /�T is actually an integration of the dimensionalized tem-

erature profile from the inner wall to the boundary layer edge. A
onstant value of �T

+ /�T�1.45 is obtained from the experimental
ata of Blackwell �18�. This constant value will be used for the
ther data as well.

2.5 Composite Temperature Profiles. Using the inner tem-
erature profile, Eq. �29�, and the outer temperature profile, Eq.
30�, it is possible to construct a composite profile that describes
he entire boundary layer at the finite �T

+ number. This composite
emperature profile is composed of the inner profile and the outer
rofile, but the profile in the overlap region, Eq. �22� or �23�, has
o be subtracted once to avoid repeating according to Van Dyke
25�. Hence, the composite temperature profile can be constructed
n terms of the outer variables as

�34�
otice that the inner length scale y+ can be expressed in outer

+ ¯ ¯ +̂

Fig. 7 The new composite temperature p
ariables as y = ��TU� /��yT=yT�T. Thus, using Eqs. �29�–�33�,
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the composite profile, Eq. �34�, can be rewritten in inner variables
as

TW − T

T�

=
TW − T�

T�
�− �wm�y+/�T

+̂�2 + wn�y+/�T
+̂�3� + Pr St

U�

U�

�exp�− dy+6
��y+ − C4y+4

+ C5y+5
�

+ Pr�St�BiT + CiT�y+���T�1 + �TaT
+�y+��−1

+
1

2
�T��T − 1�aT

+2
�y+��−2���1 − exp�− dy+6

��� �35�

In order to use Eq. �35�, the variables listed in Table 1 should be
obtained from the experiments or prescribed.

This profile will be verified with the experimental data and the
DNS data, and will be compared with the theoretical profile of
Kader �5� shown in the Appendix of this paper.

3 Results

3.1 Coefficients of the Composite Temperature Profiles. In
order to describe the experimental data using the composite pro-

le for APG flow: Blackwell †18‡ m=−0.15

Table 1 Variables collected from experimental data

Temperature information TW, T�, T�
Velocity information U�, U�
Property of fluids Pr, �, 	
Boundary layer information �, �T
rofi
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le, Eq. �35�, the correlations of CoT, CiT, and �T need to be
etermined along with the constraints enforced by Eq. �24�. By
ptimizing the experimental data of Blackwell �18�, it was found
hat the outer coefficients BoT and CoT can be approximately de-
cribed as

CoT

CoT�

= 1 − 1.32 exp�− 0.0226�T
+� �36�

BoT

BoT�

= 1 − 0.4 exp�− 0.0049�T
+� �37�

here BoT�=5.05 and CoT�=−4.67 for APG boundary layer flow
nd BoT�=5.9 and CoT�=−5.4 for ZPG boundary layer flow.
hen, using Eqs. �27� and �36�, CiT /CiT� is now given as

CiT

CiT�

= �1 − 1.32 exp�− 0.0226�T
+��exp� �1 + ��A

�ln �T
+�� � �38�

sing the constraint given by Eqs. �25� and �37�, BiT is then given
s

BiT =
1

Pr�St
�1 −

�T
*

�T
BoT��1 − 0.4 exp�− 0.0049�T

+��� �39�

ote that the slight difference of the coefficients between the APG
nd ZPG flows is due to major effects of the pressure gradient on
he outer flow. The asymptotic value of the power coefficient �T�

s found to be a constant of 0.0827, which is same for both ZPG
nd APG flows considered here. Table 2 summarizes the coeffi-
ients for the composite profile, Eq. �35�, for all the experimental

Fig. 8 The new composite temperature
ata by Blackwell �18� with both ZPG and APG.

ournal of Heat Transfer
3.2 Temperature Profiles. Figure 4 compares Kader’s com-
posite profile given in the appendix with the new composite pro-
file of Eq. �35� for the ZPG experimental data of Blackwell �18�.
The reason why we used the composite profile in the inner vari-
able is that it is convenient to compare the new results with Kad-
er’s results since the composite profile proposed by Kader is given
in inner variables. In Fig. 4, the circle represents the experimental
data, the dash line Kader’s log-law composite profile, and the
solid line the current power law composite profile. Notice that the
new composite profile can describe the experimental data through
the entire boundary layer within an error of less than 5%, while
Kader’s log law with an average error of 8%. Especially, Kader’s
log-law composite profile cannot predict the low Reynolds num-
ber flow well in the outer region as magnified in Fig. 4.

Figure 5 shows the ZPG experimental data of Reynolds �19� for
the new composite profile of Eq. �35� and Kader’s composite pro-
file �details of this function can be found in the Appendix�. Rey-
nolds’s experiment focused exclusively on the convective heat

file for APG flow: Blackwell †18‡ m=−0.2

Table 2 The values of various coefficients in the composite
profile

C4 C5 d � A

1�10−4 3�10−6 1�10−7 0.46 2.9
�T� −

CoT�

CiT�

BoT� CoT�

0.0829 −0.12 5.9�ZPG� −5.4 �ZPG�
5.05�APG� −4.67 �APG�
pro
FEBRUARY 2008, Vol. 130 / 021701-11
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Fig. 9 Kader’s composite temperature profile for APG flows: Blackwell †18‡ m=−0.15
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ransfer from a flat plate �i.e., there is no change in the external
ressure�. The upstream velocity is around 30 m /s and the Rey-
olds number based on the momentum thickness is up to 6072. As
hown in Fig. 5, the new composite profile performs better than
ader’s profile in describing the experimental data, especially in

he inner region. It is important to observe that this set of data was
ot used at all in calculating the coefficients shown in Table 2.
herefore, the accuracy of the composite profile �at least for the
PG flow� is actually independent of the data used �i.e., Blackwell
ata�. Moreover, it can also be generalized to describe the data
ith different Reynolds numbers.
Furthermore, Fig. 6 shows another independent verification of

he proposed temperature profile using the DNS data by Kong et
l. �20� for Re�=407 and Re�=430. Figure 6�a� shows the com-
arisons of the ZPG flow data on an isothermal condition and the
roposed composite profile. The new composite profile can pre-
ict this DNS temperature profile very well with an average error
f less than 2%. Particularly, the proposed composite profile can
redict the inner region and overlap region very well. In the wake
egion, the maximum error between the theory and the DNS data
s 8.3%. Similarly, Fig. 6�b� shows the comparison between the
roposed temperature profile and the DNS data with a constant
eat flux condition. The average error between these two profiles
s less than 5%. However, in the near-the-wall region, the maxi-

um error between the theory and the DNS data is up to 18%,
hich is mainly due to the fact that at such low Reynolds number,

he boundary layer does not have an overlap region and is mainly
omposed of mesolayer.

Figures 7 and 8 show the results using the new composite pro-
le Eq. �35� for APG flows subject to different strengths of the
ressure gradients with m=−0.15 and m=−0.2, respectively. As
hown in these figures, a single new composite profile can de-
cribe the entire boundary layer very well, and the average error is
ess than 5%. Also, a single value of each coefficient listed in
able 2 works for both APG and ZPG flows but with different
eynolds numbers.
Figure 9 shows some examples of the same experimental data

ut using Kader’s temperature profiles �5�. The circle represents

Fig. 10 Reynolds number based on th
sus Reynolds number based on the x
he experimental data, the solid line Kader’s law of the wall �i.e.,

ournal of Heat Transfer
Eq. �1� in the Appendix�, the dash line Kader’s inverse half-power
law �i.e., Eq. �A2� in the Appendix�, and the dash dot line Kader’s
defect law �i.e., Eq. �A3� in Appendix�. Notice that the exact
region where each of these laws is valid cannot be determined
beforehand. Therefore, each of these profiles is plotted here
through the entire boundary layer. As shown in the semilog plot
on the right side, Kader’s defect law can only describe the outer
part of the boundary layer. Kader’s inverse half-power law shows
a good fit for the data in the “overlap” region. However, Kader’s
log law shows a poor prediction in the near-wall region, which is
very important in predictions of heat transfer on the wall. There-
fore, the new composite profile has the obvious advantages over
Kader’s profiles in describing the entire boundary layer profile,
especially the inner region, which is very crucial to predict the
heat transfer law.

3.3 Heat Transfer Law. The current composite temperature
profile can be applied to derive the heat transfer law. Using the
integral forms of the momentum and energy equations, the Stan-
ton number is solved for turbulent boundary layers over a flat
surface.

The integral forms of momentum and energy equations in inner
variables are given below as

d

d Rex
� 1

�u�U���
0

�+
U

U�
	1 −

U

U�

dy+� = 	 u�

U�

2

�40�

d

d Rex
� qw

�u�U��2�
0

�̂T
+

U

U�
�	Tw − T�

T�

 − 	Tw − T

T�

�dy+� = qw

�41�

First, the momentum equation �40� is solved by considering a
Runge–Kutta procedure and using the velocity composite profile,
UU�, as well as an expression for u�U� as a function of �+,
developed by George and Castillo �15�. In this way, the variation

hermal boundary layer thickness ver-
ordinate
e t
of the hydrodynamic boundary layer thickness as a function of the

FEBRUARY 2008, Vol. 130 / 021701-13



s
p

s
t
E
d
a
b
s
f
c

oth

0

treamwise direction x �or Rex=xU� /�� is calculated along the flat
late.

Then, with the hydrodynamic solution ��= f�Rex��, the corre-
ponding velocity profile by George and Castillo �15� and the
emperature profiles developed in the present analysis given by
q. �35�, the energy equation �41� is solved in a similar manner to
etermine the variation of the thermal boundary layer thickness
long the flat plate. Figure 10 shows the variation of the thermal
oundary layer thickness normalized by the friction velocity ver-
us the Reynolds number based on the x coordinate �Rex=xU���
or a boundary layer flow on a flat with an isothermal wall. A

Fig. 11 Stanton number calculated b
the integral energy equation for the is
omparison is performed with an empirical equation obtained

21701-14 / Vol. 130, FEBRUARY 2008
from different power law curves proposed by White �26�. By us-
ing equations from White’s �26� �i.e., Eqs. �6-112a� and �6-112b�
of book� plus a hydrodynamic/thermal boundary layer thickness
ratio in a flat plate at Pr=0.7, the following expressions are
obtained:

Cf = 0.0592 Rex
−1/5 �42�

�
= 0.37 Rex

−1/5 �43�

e composite temperature profile and
ermal data
y th
x
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�

�T
� Pr1/3 �44�

�T
+̂ = 0.0716939 Rex

0.7 �45�
ccording to Fig. 10, the maximum relative error is approxi-
ately 15% at Rex equal to 2�106. For the range of Reynolds

umbers considered, i.e., from 5�105 to 5�106, the average un-
ertainty is approximately 5%.

In solving both governing equations, it is necessary to start the
arching process along the flat plate from a known point or initial

onditions, i.e., finite values of the velocity and thermal boundary

Fig. 12 Stanton number calculated b
the integral energy equation for the is
ayer thicknesses must be specified at some location. At the lead-

ournal of Heat Transfer
ing edge of the flat plate, both thicknesses are considered zero. To
avoid the discontinuity of the Stanton number at this point �infin-
ity�, calculations are started from a downstream point.

Finally, the thermal solution �T
+= f�Rex� is substituted into the

heat transfer law given as below

�St =
1

Pr

�T
*

�T
	−

CoT�

CiT�

exp� A

�ln �T
+����T

+−�T� �46�

which is obtained by matching the outer profile, Eq. �22�, and the

e composite temperature profile and
x data
y th
inner profile, Eq. �23�, in the overlap region.
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The roots of the nonlinear equation �46� are solved by the bi-
ection method and represent the Stanton numbers at different
eynolds numbers.
Figures 11 and 12 show a comparison of the Stanton number

redictions on air as a function of the Reynolds number based on
he x coordinate with an empirical power law, numerical results,
nd experimental data. All data are grouped according to different
all conditions �isothermal and isoflux� and Reynolds numbers

low and high�.
Figure 11�a� shows the results of Stanton numbers obtained at

ow Reynolds numbers �80,000
Rex
500,000� for an isother-
al wall. A comparison is made with the empirical power law for

ow Rex from Kays and Crawford �27�, the DNS results from Bell
nd Ferziger �28� and Kong et al. �20�, and experimental data
rom Reynolds �19� and Moffat and Kays �29�. The maximum
eviation of the present predictions from the power law is around
.3% at Rex250,000. However, the present predictions depict a
etter agreement with DNS results as well as with experimental
ata than the power law. Similarly, for the isoflux wall condition
t low Rex, as shown in Fig. 11�b�, it is observed that there is a
ood agreement with DNS data from Kong et al. �20�. On the
ther hand, as the Rex increases, the power law is a little bit closer
o the experimental data from Reynolds �19� and Sucec’s predic-
ions �30� �who used the combined law of the wall and the wake
unction of Coles for solving the integral forms of the momentum
nd energy equations� than our predictions.

Figure 12�a� depicts the results for the isothermal boundary
ondition at high Rex. The present predictions show a good agree-
ent with the power law curve from Kays and Crawford �27� �i.e.,
qs. �12�–�14� of the book, which are valid for the range
00,000
Rex
5,000,000�. At higher Reynolds numbers, a
light increasing separation of the present calculations with re-
pect to the empirical profile is observed; however, a similar trend
s seen in Sucec’s predictions �30�. However, the present simula-
ions show a better agreement in this zone of high Reynolds num-
ers with experimental data from Taylor et al. �31� than those of
ucec �30�. Experimental data from Reynolds �19� exhibit a sig-
ificant level of dispersion, which is probably due to the different
pstream conditions considered. In a similar way, Figure 12�b�
hows the variation of the Stanton number at high Rex but at an
soflux wall condition. An almost perfect agreement between the
resent predictions and the empirical power law from Kays and
rawford �27� �i.e., Eqs. �12�–�27�, which are valid for the range
00,000
Rex
5,000,000� is appreciated. When comparing
ith experimental data from Taylor et al. �31�, some disagreement

s obtained at lower Reynolds numbers �in the range 500,000
Rex
1,500,000�. A better match with experimental data from

aylor et al. �31� is observed at higher Reynolds numbers, not
nly for our numerical predictions but also for the Sucec’s calcu-
ations. As in the isothermal case, Reynolds’ experiments �19�
how some dispersion, which can be reached a maximum devia-
ion of 6% with respect to the power law. Therefore, an accurate
omparison becomes difficult. In general, present predictions and
eynolds’ experiments �19� show a similar trend, especially in the

ange of Rex=1,800,000–3,000,000.

Conclusions
Two temperature scalings, proposed by Wang and Castillo �17�,

ere reviewed and applied for the forced convection turbulent
oundary layer by using the theory of similarity analysis and the
nalogy between the momentum and energy transport equations.
he new temperature scalings were shown to be able to collapse

he temperature profile better than the single temperature scaling
roposed in the classical theory. Particulary, these scalings were
ble to remove the effects of Reynolds number dependence and
ressure gradient on both inner and outer flows. Using the near-
symptotic theory and the new temperature scalings, a new power
aw solution has been obtained for the temperature profile in the

verlap region by matching the inner and outer temperature pro-

21701-16 / Vol. 130, FEBRUARY 2008
files. Moreover, a function describing the inner region was pro-
posed similar to the inner velocity profile proposed by George and
Castillo �15�, and a new wake function was proposed, which sat-
isfies the boundary conditions in the outer region of the boundary
layer. Furthermore, a composite temperature profile was formed,
which is able to describe the flow over the entire boundary layer at
finite Reynolds number.

This new composite temperature profile was verified by using
the experimental data, the DNS data, and the theoretical profile by
Kader �4,5�. It was shown that the present temperature profile
shows a better prediction with an average error of less than 5%
than Kader’s prediction for the the same experimental data. The
new composite temperature profile was also independently veri-
fied using the DNS data and the experimental data from Reynolds
�19�, which were not used in determining the coefficients in the
temperature profile. As a result, the new composite profile shows
a very good agreement with experimental and DNS data with an
average error of less than 5%.

Furthermore, the new temperature composite profile was com-
bined with the integral momentum and energy equation to calcu-
late the Stanton number and the boundary layer growth along the
streamwise direction. Various DNS data and experimental data
under isothermal or isoflux boundary conditions have been used to
test the newly calculated Stanton number, respectively. It was
shown that the Stanton number in the power law form can predict
the experimental data or the DNS data with an average error of
5%.
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Nomenclature
Cf /2 � skin friction coefficient

gso ,gsi � outer and inner temperature functions
Pr � Prandtl number, Pr=� /�
Pe � Peclet number, Pe=U�� /�

Re� � Reynolds number, Re�=U�� /�
Re� � Reynolds number based on momentum thick-

ness, Re=U�� /�
Rex � Reynolds number based on streamwise direc-

tion x, U�x /�
Re�T � Reynolds number based on thermal boundary

layer thickness �T, U��T /�
St � Stanton number, St=qw /	CpU��TW−T��

Tso ,Tsi � outer and inner temperature scaling
T� � friction temperature, T�=qw /	Cpu�

T� � free stream temperature
Tw � wall temperature
U� � free stream velocity
u� � friction velocity, u�=��w /	
ȳ � outer velocity similarity length scale, y /�

ȳT � outer temperature similarity length scale, y /�T
y+ � inner velocity similarity length scale, yU� /�
yT

+ � inner temperature similarity length scale,
yU� /��St

Greek Symbols
� � thermal diffusivity, �=k /	Cp
� � momentum boundary layer thickness, i.e., �99

�T � thermal boundary layer thickness
�T

* � thermal displacement thickness,
�T

*=�0
�T−T� /TW−T�dy

�T
+ � ratio of outer to inner temperature length

�
scales, i.e., �TU� /� St
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�T
+̂ � ratio of classical outer to inner temperature

length scales, i.e., �TU� /�
� � kinematic viscosity, � /rho

ubscripts
si � inner thermal boundary layer
so � outer thermal boundary layer
W � at the wall
� � free stream

ppendix
Kader �5� proposed the temperature profile for the turbulent

oundary layer with pressure gradient. He divided the pressure
radient flow in three regions, and each region is characterized by
he following equations:

• the inner region: 0�y+�y1u* /� �the thermal law of the
wall�,

TW − T

T�

= Pr y+

�exp�− G� + ���Pr� + 2.12 ln�1 + y+��exp�− 1/G�
�A1�

• the pressure gradient region: y1� /u*
2 ���y2� /u*

2 �the
inverse-half-power law�

TW − T

T�

= − K1
���/�� + K2

��� �A2�

• the outer region: y2 /H���1 �the temperature defect law�

TW − T

T�

=
TW − To

T�

−
3�Z

1 + Z
	 1

�
− 1
 +

2.12

1 + Z
ln �

−
15 − 3.5�Z

20 + Z
�2 − 6�2 + 4�3� �A3�

here the coefficients G, ��Pr�, K1
���, K2

���, the length scales �, �,
, and the pressure parameter �=1 /	�dP /dx� can be found in
ader �5�. The vertical position y1 is the ordinate of the intersec-

ion point for the law of the wall, Eq. �A1�, and the inverse half-
ower law, Eq. �A2�. The position y2 represents the intersection
oint of the inverse half-power law and the temperature defect
aw, Eq. �A3�. However, y1 and y2 cannot be determined unless
he experimental data are plotted for all three regions. This is a

ajor disadvantage of Kader’s profile since these points �y1 or y2�
ay depend on the Pe number. It is worthwhile mentioning that
ader’s work includes the effects of different Pr numbers.
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Heat Transfer Enhancement of Air
Flowing Across Grooved
Channels: Joint Effects of Channel
Height and Groove Depth
A numerical study was conducted to investigate convective heat transfer and laminar
fluid flow in the developing region of two-dimensional parallel-plate channels with arrays
of transverse hemicircular grooves cut into the plates. Air with uniform velocity and
temperature enters the channel whose plates are at a uniform temperature. The finite-
volume method is used to perform the computational analysis accounting for the tradi-
tional second-order-accurate QUICK and SIMPLE schemes. Steady-state results are pre-
sented for parallel-plate channels with and without hemicircular grooves for comparison
purposes. The study revolves around four controlling parameters: (1) the height of the
channel, (2) the relative groove depth, (3) the number of grooves, and (4) the Reynolds
number. A prototypical 120-cm-long channel contains two series of 3, 6, and 12 trans-
verse grooves with four relative groove depths � /D of 0.125, 0.25, 0.375, and 0.5. Three
ratios of channel height to groove print diameter H /D of 0.5, 1, and 2 are employed.
Computations are performed for Reynolds numbers based on the hydraulic diameter
ranging from 1000 to 2500. It is found that the grooves enhance local heat transfer
relative to a flat passage at locations near their downstream edge. The maximum heat
transfer enhancement occurs at an optimal depth of the grooves. For purposes of engi-
neering design, generalized correlation equations for the Nusselt number in terms of the
pertinent Re, � /D, and the number of grooves N were constructed using nonlinear re-
gression theory. �DOI: 10.1115/1.2790022�

Keywords: parallel-plate channel, hemicircular grooves, enhanced heat transfer, vortex
patterns, finite-volume methodology
Introduction

Improvements in heat transfer augmentation levels in internal
assages are useful in a variety of practical applications, including
ombustion chamber liners, and passages for internal cooling of
urbine airfoils in gas turbine engines. In most parallel-plate chan-
els, it is typical that the viscous fluids flow laminarly due to the
ombination of small-to-moderate dimensions and low velocities.
he direct consequence of these factors is that the heat transfer
oefficients turn out to be extremely low �1–6�. To overcome the
revalent heat transfer rates that are insufficient, one idea that has
een traditionally contemplated in applied research scenarios is to
nstall transverse fins �or ribs� onto the parallel plates normal to
he main fluid flow. From thermal physics, the appendage of these
ns brings forward a threefold objective: �1� to interrupt the hy-
rodynamic boundary layer in a periodic manner, �2� to add sur-
ace area, and �3� to invigorate the fluid mixing. Further, the par-
ial blockage of the channel cross section increases the fluid
elocity in the central part causing the flow to deflect and impinge
gainst the large bounding plates and also against the attached
ns. Obviously, the tortuous flow structure versus the heat transfer
eatures will be highly sensitive to the layout of the fin arrange-
ent.
Representative papers by Berner et al. �7�, Webb and Ramadhy-

ni �8�, Kelkar and Patankar �9�, Lazaridis �10�, and Cheng and
uang �11� have dealt with the numerical computation of the heat/
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nthony M. Jacobi.

ournal of Heat Transfer Copyright © 20
fluid flow characteristics in parallel-plate channels with a bundle
of normal fins attached onto the bounding plates. These studies
have predicted the heat transfer rates and the companion flow
friction under the assumption of periodic fully developed flow. A
concluding remark was that the fin lengths and the fin separation
play an important role indicating that this issue had to be treated
in more depth. From the standpoint of heat transfer augmentation,
the consensus reached in these papers was that the staggered fin
arrangement outperforms the in-line fin arrangement by a signifi-
cant margin. From the physics of fluids, this trait is somehow
expected because the staggered fin arrangement can force the fluid
flow to deflect and impinge upon the opposite bounding plates of
the channel. In contrast, the in-line fin arrangement makes the
passing flow detach from the channel plates, hence reducing the
heat transfer performance. In general, when compared against the
base line case of a smooth parallel-plate channel, all of the papers
consistently signaled that appreciable levels of heat transfer en-
hancement were achievable but only at the expense of creating
costly pressure drops. As a consequence, this action elevates the
power requirement for the pump needed to sustain the desired
fluid flow in a particular channel chosen. One important comment
made in Ref. �8� was that the heat transfer invigoration for gases
�Pr�0.7� is not sufficient to offset the enormous pressure drop
penalty that occurs. Nevertheless, from an optimistic framework,
the heat transfer augmentation may be probably justified for
moderate-to-high Prandtl number fluids �Pr�1� such as water, oil
glycerin, and fluorocarbons.

Ghaddar et al. �12� studied an idealized two-dimensional iso-
thermal cyclic flow in parallel-plate channels with integrated cir-
cuit protrusions. Their results showed the existence of a critical

Reynolds number above which cyclic flow oscillations are ob-
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erved with increased fluid transport. Ghaddar et al. �13� used
wo-dimensional non-isothermal predictive methods to illustrate
he potential for naturally enhancing heat transfer by exploiting
he unsteadiness observed previously by Ghaddar et al. �12�.
mon and Mikic �14� and Amon �15� extended the above work

12,13�, and embarked on the comparison of heat transfer en-
ancement for flows where oscillations are induced passively and
aturally above the critical Reynolds number value.

The present study deliberately avoids the flow perturbation con-
ept caused by inserting an array of inward fins located perpen-
icular to the channel plates. Instead, the study focuses on the
pposite idea, that is adding an array of transverse grooves �i.e.,
avities pointing outward� onto the parallel plates forming the
hannels. Related articles that touch upon this subject are those of
irtz et al. �16�, Greiner et al. �17–20�, and McGarry et al. �21�.
avier–Stokes simulations of two-dimensional and three-
imensional flow and augmented convection in a fully developed,
ymmetrically grooved passage were performed by Greiner et al.
17–20� using the spectral element technique. The evolution of the
elocity and temperature fields was presented for Reynolds num-
ers ranging from 180 up to 1800. The two-dimensional simula-
ions conducted by the authors did not accurately predict the spa-
ially and temporally averaged friction factor for Re�400, or the
eat transfer for Re�1000. At low Reynolds number flows, the
wo geometric configurations showed little or no heat transfer en-
ancement in comparison with the standard smooth parallel-plate
hannel. However, with gradual increments in the Reynolds num-
er, longitudinal vortices appeared, and these vortices increased in
ize giving rise to appreciable heat transfer intensification.

In recent years, attention has been turned to semispherical
imples impressed on the surfaces of parallel-plate passages. It
as been demonstrated that these attachments produced important
eat transfer enhancement with relatively small pressure drop pen-
lties �22–24�. These authors considered different dimple shapes
nd layouts to obtain maximum heat transfer with minimal pres-
ure drop accretion. Won and Ligrani �25� and Park et al. �26�
tudied numerically the turbulent air flow in asymmetrical chan-
els with dimples placed on the bottom and a smooth upper plate.
he computations were carried out with a standard k-� turbulence
odel under the platform of the commercial code FLUENT. Their

umerical results showed the presence of centrally located vortex
airs near the spanwise edges of the individual dimples. Also, the
uid within and near the vortices contains augmented magnitudes
f eddy diffusivity for momentum and heat.

The body of the present paper is divided into three sections.
he first section describes the two proposed grooved systems
long with the mathematical formulation for both. The computa-
ional procedure, the grid sensitivity analysis, and the code vali-
ation are explained in the second section. A discussion of the
elocity and temperature fields via velocity vector plots and iso-
emperature plots is reserved for the third section. All the calcu-
ations are performed assuming that the flow is steady. Also in-
luded in this section is the quantification of the ultimate design
uantity, the mean heat transfer coefficient, or its equivalent, the
ean Nusselt number. Undoubtedly, this cumulus of local and

lobal information will provide valuable guidance to engineers
ngaged in the design of ducts for heat exchange devices and/or
lectronic equipment.

Problem Description
The schematic in Fig. 1 illustrates a two-dimensional parallel-

late channel containing a series of equally spaced, variable-depth
ransverse grooves placed onto each plate. Two basic configura-
ions were studied, one with symmetric grooves in Fig. 1�a� and
he other with nonsymmetric or staggered grooves in Fig. 1�b�.
lso, two series with 6 and 12 hemicylindrical transverse cavities

re studied. For these tests, the total length of the channel is main-
ained and the distance between the cavities is varied. The spacing

etween the cavities for 6 and 12 cavity geometries is described in

21901-2 / Vol. 130, FEBRUARY 2008
Fig. 1�c�. Shown also in the companion Fig. 2 are the geometric
details of the grooves considered. The channel is 120 cm long
with variable height H, which can be 1 cm, 2 cm or 4 cm. The
groove width is D=2 cm with four groove depths � such that
� /D=0.125, 0.25, 0.375, and 0.5. Three ratios of channel height
to groove width of H /D=0.5, 1, and 2 are employed. At this
juncture, it is worth noting that the hydraulic diameter Dh does not
account for the localized increased cross sections caused by the
sequence of grooves. This decision is beneficial because it permits
a direct comparison of the magnitudes of the heat transfer coeffi-
cients for grooved channels with that for the smooth channel re-
taining the same value of Re, the base line case. Six combinations
consisting of 3, 6, and 12 grooves with in-line and staggered ar-
rangements are studied. For these tests, as already mentioned, the
length of the parallel-plate channel is maintained constant while
the distance between two consecutive grooves is varied.

3 Computational Procedure
The computational grid is developed using quadrilateral ele-

ments aligned with the main airflow direction. This layout seeks to
reduce the numerical diffusion errors and thus improve the quality
of the numerical predictions for velocity and temperature. The
regions near the plates and near the grooved surfaces are meshed
with fine grids to resolve the typical high velocity and temperature
gradients that normally occur there. To attain grid-independent
solutions, a critical test will be conducted on a channel with 12
grooves with the largest relative depth � /D=0.5. Herein, a total of
155,000 quadrilateral elements is employed for the entire flow
domain. For other configuration combinations with the relative
depths � /D of 0.25 and 0.5, the grid-independent mesh sizes are
summarized in Table 1. By performing a grid sensitivity analysis,
numerical errors are minimized to ascertain that the proper num-
ber of quadrilateral elements is employed. The numerical uncer-

Fig. 1 Schematic of the physical systems: „a… symmetric ar-
rangement, „b… staggered arrangement, and „c… spacing be-
tween 6 and 12 cavities
Fig. 2 Geometry of the hemicircular grooves
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ainty for the axial and transverse velocity components was less
han 2%, while for the local wall heat flux, it was less than 4%. A
ortion of the computational grid around the second groove of a
hree-groove channel employed is shown in Fig. 3.

The finite-volume method attributable to Patankar �27� is
mplemented to perform the computational analysis, with the tan-
em of second-order-accurate QUICK and SIMPLE schemes used
or the discretization of the convective term in the conservation
quations and the pressure-velocity coupling, respectively.

Under the assumption of no fluid slippage at the channel plates,
he full, steady, two-dimensional conservation of mass and mo-

entum equations are written in vector form as

� · ��v� = 0 �1�

� · ��vv� = − �p + � · �� � v� = 0 �2�
uniform velocity was imposed for the inlet boundary condition

nd a constant pressure of zero gauge for the outlet boundary
ondition.

The conservation of energy equation in vector form is

� · ��cPvT� = � · �k � T� �3�
onstant temperature boundary conditions are assigned to this
quation. The plate temperature including the groove surfaces is
aintained at Tw=320 K, whereas the air enters the channel at a

ower temperature Ti=280 K, creating a temperature imbalance of
T=Tw−Ti=40 K.
In the above system of Eq. �1�–�3�, the relation between the air

ensity � and the temperature T obeys the ideal gas equation of
tate. The air viscosity � and the air thermal conductivity k are
ermitted to vary according to the standard power law described
n Ref. �28�. The air specific heat capacity cp is taken as constant
ver the expected temperature range �T.

Local convergence was assessed by point monitoring the axial
elocity u and the temperature T in the vicinity of the first and last
rooves at each plate. Global convergence was monitored by the

able 1 Computational grids employed for different channels
ith relative cavity depths � /D of 0.25 and 0.5

Number of cavities Relative cavity depth � /D Mesh

0 0 88,000

3 0.25 109,000
0.5 113,000

6 0.25 122,000
0.5 128,000

12 0.25 141,000
0.5 155,000

ig. 3 A portion of the computational grid showing the distri-
ution of elements in a groove/channel with � /D=0.25 on the
ower plate of a channel with three grooves onto each plate

ournal of Heat Transfer
residuals of the mass, momentum, and energy conservation equa-
tions �1�–�3� by setting its variations to less than 10−6.

Validation of the numerical code was done by reproducing the
simultaneous development of velocity and temperature u�x ,y�,
v�x ,y�, and T�x ,y� in a simple parallel-plate channel with smooth
surfaces. For this fundamental case, the set of boundary condi-
tions involves constant inlet velocity, constant inlet temperature,
and equal plate temperatures. Based on the same hydraulic diam-
eter, good agreement for the axially changing friction factor and
the axially changing Nusselt number reported in Ref. �29� was
found. For a fully developed condition, the asymptotic friction
factor f	Re /4=24 and the asymptotic Nusselt number Nu	

=7.54 are recovered.
All numerical computations are steady and performed for Rey-

nolds numbers based on the channel hydraulic diameter ranging
from 1000 to 2500. The Prandtl number for air is set at 0.7.

4 Channel With Fixed Height H=4 cm

4.1 Fluid Flow. Figure 4 depicts the airflow structure induced
by the grooves incrusted onto the plates of the channel. Shown in
Figs. 4�a� and 4�b� on the left are the velocity vector plots near the
lower surface of the central groove in a channel with three
grooves with a relative groove depth � /D=0.25 at Reynolds num-
bers of 1000 and 2500, respectively. The observed flow inside the
groove region is representative of flows in other two grooves
throughout the channel domain. Vortical structures are observable
leading to fluid recirculation in the clockwise direction �counter-
clockwise direction for grooves on the top plate�. The velocity
vector sizes are proportional to the velocity magnitudes. Within
the groove, the velocity magnitudes are much smaller than the
average velocity in the channel. However, the velocity vectors are
largest in the central region of the channel as well as downstream
of the groove. When the Reynolds number is increased to 2500,
the qualitative structure of the vortex in Fig. 4�b� stays the same
as in Fig. 4�a� despite an increment in the velocity magnitudes by
a factor of 2.

The right parts of Fig. 4 display the isotherm contours for the
same two Reynolds numbers cited above 1000 and 2500. The
effect of the vortex formation on the temperature distribution can
clearly be seen in the regions where the vortices form. The pres-
ence of high temperature gradients is noticeable on the flat surface
downstream.

For a fixed Re, doubling the relative groove depth � /D from
0.25 to 0.5 results in a larger vortex size, but owing smaller ve-
locity magnitudes. The thermal boundary layer is not as thin near
the downstream rim of the groove and on flat surface downstream
as for � /D=0.25.

The effect of the hydraulic diameter �not presented� on the flow
is characterized by high fluid velocities as Dh decreases, implying
a high vortex strength. For all cases considered, the groove ar-
rangements �symmetrical or staggered� do not seem to affect the
flow structure.

4.2 Heat Transfer. Relying on the same grooved channel, the
comparison between the symmetrical and staggered groove ar-
rangements revealed subtle differences in terms of heat transfer. In
light of this, the results for the staggered arrangements will be
presented for the channel with three grooves only. Here again, the
Reynolds numbers attaining intermediate values from 1000 to
2500 have been tested with each type of groove array and relative
groove depth.

4.2.1 Local Wall Heat Flux. Preliminary heat transfer results
are obtained with a smooth parallel-plate channel at the same
Reynolds numbers. These base line values constitute a reliable
base line solution for comparison. The height H in the grooved
parallel-plate channel is measured between the flat portions of the
plates. The two-part Fig. 5 displays the axial variation of the wall

heat flux qw in the smooth channel and in a channel with 12

FEBRUARY 2008, Vol. 130 / 021901-3
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rooves for two relative groove depths � /D=0.25 and 0.5 at a
iven Re=2500. Note that in the figure, the air moves from left to
ight.

As expected, the thin thermal boundary layer in the standard
hannel with smooth plates produces very high local heat flux qw
t the origin of the entrance region. In the vicinity of x=0, qw
ecreases rapidly and approaches asymptotically the fully devel-
ped condition given in Ref. �29�.

Inspection of Fig. 5�a� reveals that the shape of the qw curves
elated to channels with grooves is very complex. The qw curve is
n general characterized by an oscillatory line composed of pro-
ounced peaks preceded by moderate valleys at each groove. For
better scrutiny between the two contrasting curves �smooth

hannel versus grooved channel�, results are zoomed in Fig. 5�b�
or the first groove starting at x=0.16 m and for the second groove
tarting at x=0.24 m. It is noticeable that the peaks for the highest
ocal heat fluxes are located downstream of the grooves. This is
ue to the high vorticity that takes place at these particular loca-
ions. Valleys with low local heat flux are then located within the
wo grooves. The tendency exhibited by the numerical qw results
as been confirmed experimentally by Mahmood and Ligrani �22�
nd Burgess et al. �30� for a somewhat related channel but having
emispherical dimples.

Regarding the qw curve around the first groove with � /D
0.25, the minimum qw is about 150 W /m2 less than the coun-

erpart qw for the standard channel. However, the maximum qw is
bout 500 W /m2 higher. The effect of the relative depth on the
eat flux is obvious and the qw curve related to � /D=0.5 lies
lways underneath its counterpart curve related to � /D=0.25.
his result is attributed to the fact that stronger vortex exists in the
hallow groove. One further point should be noted about the

Fig. 4 Velocity vectors and isotherms inside a s
Re=1000„ū=0.198 m s−1

… and „b… Re=2500 „ū=0.4
roove locations with respect to the channel inlet: The magnitude

21901-4 / Vol. 130, FEBRUARY 2008
of the extreme values of the peaks rises as the cavity location is
closer to the inlet. However, the heat transfer enhancement com-
pared to the standard channel stays invariant with respect to the
groove locations because both increments in the extreme values
compensate each other.

4.2.2 Mean Nusselt Number. The mean Nusselt number is de-
fined as

Nu =
Q

�Tw − Ti�
�Dh

k
� �4�

where Q is the mean wall heat flux per total area and k is the air
thermal conductivity evaluated at the reference temperature T0
= �Tw+Ti� /2. The other two quantities �Tw−Ti� and Dh appearing
in Eq. �4� are fixed.

Collectively, Fig. 6 illustrates the monotonic increasing �almost
linear� variations of the mean Nusselt number Nu with the Rey-
nolds number Re for the two related channels, one with three
symmetric grooves and the other with three staggered grooves.
Here, the emphasis is put on the heat transfer enhancement of the
two distinct groove arrangements.

The lowermost Nu-curve representative of the smooth channel
presents the expected monotonic increase with Re in the whole Re
range. This Nu-Re relation has been confirmed with the literature
values of Ref. �29�.

The semicircular grooves with relative depth � /D=0.5 supply a
very limited heat transfer enhancement as reflected in a Nu value
of about 5% at a low Re=1000 and of 6% at a high Re=2500. It
can be anticipated that for practical purposes, both arrangements,
symmetrical and staggered, presented similar levels of heat trans-
fer enhancement.

low groove with half radius depth � /D=0.25: „a…
m s−1

…

hal
96
When the relative groove depth is halved to � /D=0.25, the pair

Transactions of the ASME



o
r
f
a
r

F
w

F
t
c

J

f Nu curves for the two arrangements climbs up resulting in a
emarkable heat transfer enhancement. In numbers, the heat trans-
er enhancement via Nu goes up to about 9% at a low Re=1000
nd to about 13% at a high Re=2500. These numbers are taken in
eference to the smooth parallel-plate channel.

Applying nonlinear regression analysis to the numerical-

ig. 5 Local wall heat flux along the upper plate of the channel
ith 12 grooves at Re=2500 „ū=0.496 m s−1

…

ig. 6 Variations of the mean Nusselt number with Re for the
wo arrangements and different relative groove depths in a

hannel with three grooves

ournal of Heat Transfer
generated data represented by the two-valued function Nu= f �Re,
� /D� produces the generalized correlation equation

Nu = 3.55283 + 0.0032562Re − 0.00000033Re2 + 0.498��/D�

+ 0.00329956Re��/D� − 0.0065511Re��/D�2 �5�

This equation has a correlation coefficient R2=1 and a maximum
error of 0.46% between the numerical and the predicted Nu. To
summarize, Eq. �5� is valid for simultaneous airflow and tempera-
ture development in a parallel-plate channel with symmetrical or
staggered arrangements for three grooves and � /D=0.25 or 0.5
satisfying the Re interval 1000
Re
2500.

Having discussed the numerical results for the first channel ow-
ing to three grooves and knowing that the in-line and staggered
arrangements give nearly similar heat transfer enhancements as
witnessed in Fig. 6, the presentation of results is being reconsid-
ered and shortened for higher number of grooves.

To scrutinize the role that the number of symmetrical grooves
plays on the total heat transfer, two series of grooved channels
were considered: one with 6 grooves and the other with 12
grooves. The outcome of the Nu-Re family of curves is illustrated
in Fig. 7. Here again, the lowest Nu curve for the standard smooth
channel constitutes the base line case for comparison purposes.
For a relative groove depth � /D=0.5, the mean Nusselt number
increases slightly but remains invariant with the number of
grooves used either 6 or 12. This comportment leads to nearly
equal heat transfer performance for each Re chosen. However, as
the relative groove depth decreases to � /D=0.25, the gain in heat
transfer grows significantly as the number of grooves is increased
from 6 to 12. Heat transfer enhancement of about 18% for the
channel with 6 grooves is observed at a high Re=2500, climbing
up to about 30% for the channel with 12 grooves. In contrast, the
Nu increment at a low Re=1000 for 12 grooves with � /D=0.25 is
a moderate 12%.

A generalized correlation equation able to handle the variations
of the mean Nusselt number Nu caused by changes in the three
parameters: �1� the Reynolds number, �2� the relative groove
depth � /D, and the number of grooves N is

Nu = 2.12 + 0.00454Re + 5.10��/D� + 0.0955N − 0.00382Re��/D�

+ 0.0000532ReN − 0.359N��/D� − 0.00000028Re2 �6�

Because the regression coefficient R2=0.999 and the maximum
relative error stays within 1.3%, there is a good agreement be-
tween the numerical data and the correlated predictions. The re-

Fig. 7 Variations of the mean Nusselt number of channel with
6 and 12 grooves with Re for different relative groove depths
strictions imposed on Eq. �6� are continuous Re in the interval
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Re
2500, together with discrete � /D=0.25 or 0.5, and
iscrete N=6 or 12.

4.2.3 Optimal Groove Depth. From the heat transfer results
resented above, it is clear that the enhancement over a flat plate
ncreases as the groove depth goes to zero. However, if the depth
s zero, this will match the flat plate with the minimum heat trans-
er. Consequently, there must be some optimum groove depth that
aximizes the heat transfer. Tests were conducted in a channel
ith 12 grooves at Re=2500 for various groove depths � /D of
.125, 0.25, 0.375, and 0.5. The outcome of these tests in terms of
he mean heat flux Q is presented in Fig. 8 as a function of � /D.
he trend of this curve shows that there is an optimum value of

he groove depth � /D=0.25. For deeper or shallower grooves, the
ean heat is not affected by the depth and stays almost constant.

Optimal Channel Height
It may be speculated that once the channel length is fixed, the

nterweaving of the channel height, the groove width, and the
roove depth may have a direct bearing on the heat transfer rates.
his issue may be viewed as an optimization analysis with the
oal of maximizing the heat transfer rates. For conciseness, it
eems logical to do the optimization analysis for the best relative
epth found, i.e., � /D=0.25. Three different relative height-to-
idth ratios H /D=0.5, 1, and 2 �D=2 cm� were tested.
As the height H decreases, the effect of H on the fluid flow is

ccompanied by stronger vortices on each cavity, but the qualita-
ive flow structure remains unaltered as witnessed earlier in Fig. 4
or the case of H=4 cm.

The influence that H exerts on the heat transfer is presented by
ay of the variations of the mean wall heat flux per total area, Q,
ersus Re. The collection of Q-Re plots parametrized by H is
llustrated in Fig. 9. For a fixed channel height, three tests were
onducted; one on a standard smooth channel, another on the
ymmetrical grooved channel, and another on the staggered
rooved channel. The results of nine tests, three for each height,
re compared in this figure. The heat transfer enhancement in-
uced by the addition of the grooves is proportional to the channel
eight. In fact, at high Re of 2500, an enhancement of about 13%
as been found when H=4 cm. This value is decreased to 3% and
.5% when H is reduced to 2 cm and 1 cm, respectively. The
ifferences in terms of the heat transferred through the walls,
hen the grooves are arranged in a symmetrical or staggered fash-

on, are maximal for H=2 cm and minimal for H=1 cm, but still
ery limited �less than 2%�. In addition, regardless of the channel
tructure �smooth or with grooves�, Q is higher for the intermedi-
te H=2 cm and lower for the widest channel with H=4 cm. The
arrow channel with H=1 cm lies between the two and behaves
s the widest channel at low Re and as the intermediate channel at

ig. 8 Optimal groove depth that maximizes the heat transfer
hrough the channel
igh Re.
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6 Conclusions
Two-dimensional laminar forced convection with air across

parallel-plate channels with a sequence of grooves placed on both
plates has been numerically predicted using the finite-volume
method and correlated using nonlinear regression analysis. These
data are given to provide information on the effects of the number
of grooves, the groove depth, and the channel height on the local
flow structure characteristics, and on local and mean surface heat
flux distributions. Three series of 3, 6, and 12 symmetrical and
staggered rows of hemicylindrical grooves were placed on each
plate of the channel. The Reynolds number based on the hydraulic
diameter ranges from 1000 to 2500. The ratios of channel height
to groove print diameter, H /D, are 0.5, 1, and 2. Four different
groove depths, � /D=0.125, 0.25, 0.375, and 0.5, are considered.

Steady-state results show that the flow recirculation zone exists
in each groove and the vortices get stronger as the groove depth
decreases. Regardless of the groove depth and Reynolds number,
each groove contains only one single vortex that rotates clockwise
within grooves that are placed on the bottom wall and in the
opposite direction within grooves on the upper wall. This phe-
nomena lead to local wall heat flux augmentations, which are
especially pronounced near the downstream rim of each groove.
Local wall heat flux augmentations also develop as the vertical
fluid advects colder fluid from the central part of channel to re-
gions near the heated cavity surface. This intensifies as the groove
depth approaches the optimal depth � /D=0.25 that maximizes the
heat transfer through the channel.

The mean Nusselt number results show that both arrangements
�symmetrical or staggered� provide similar results. In addition,
when � /D is far from its optimal value of 0.25, the number of
grooves placed on each wall does not affect the mean Nusselt
number. However, these quantities increase as the number of cavi-
ties goes from 3 to 12 when the cavities have the optimum depth
� /D=0.25. Overall, this system can achieve heat transfer en-
hancements of about 30% relative to the smooth surface.

Nomenclature
cp � air specific heat capacity, kJ kg−1 K−1

D � groove width, m
Dh � hydraulic diameter �=2H�, m
H � channel height, m
h � mean heat transfer coefficient, W m−2 K−1

k � air thermal conductivity, W m−1 K−1

L � length of plate plus perimeter of grooves, m
Nu � mean Nusselt number �=hDh /k�

Fig. 9 Evolution of the mean wall heat flux with Reynolds pa-
rametrized by the channel height and groove arrangement.
Three relative heights of the channel are considered, H /D=0.5,
1, and 2.
p � static pressure, Pa
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Pr � Prandtl number �=� /��
qw � local wall heat flux, W m−2

Q � mean wall heat flux, W m−2

Re � Reynolds number �=ūDh /��
T � temperature, K
ū � mean axial velocity, m s−1

v� � velocity vector, m s−1

x ,y � axial and transverse coordinates, m

reek Symbols
� � air thermal diffusivity, m2 s−1

� � groove depth, m
� � air kinematic viscosity, m2 s−1

� � air density, kg m−3

ubscripts
i � condition at the channel inlet

w � condition at the channel plate
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Influence of a Coflowing Ambient
Stream on a Turbulent
Axisymmetric Buoyant Jet
This paper reports numerical results on turbulent buoyant axisymmetric jets in a coflow-
ing ambient stream. The objective of this study is to compare the performance of the
Reynolds stress algebraic model (ASM) with that of the k-� turbulence model in predict-
ing the flow field. A finite difference method has been used to solve a system of coupled
partial differential equations. A comparison has been carried out between the numerical
results obtained in the present work and experimental and numerical data reported in the
literature. It has been found that the two investigated models reasonably predict the mean
flow properties of the flow field. Nevertheless, the ASM proves to be better than the k-�
method to predict the effects of buoyancy and the turbulence structure. It has been found
that the increase of the coflow can slow the development of the jet to the state of simi-
larity of mean characteristic profiles. A jet with a ratio of coflow velocity ū� to jet
discharge velocity ū0 less than 0.05 has developed to closely approximate a free jet in a
stagnant medium while a jet with higher ū� / ū0 ratio never reaches a similarity state. In
buoyant jets, only a flow with u� /u0�0.05 reaches a similarity state. Buoyancy ensures
that the similarity region begins at a distance closer to the nozzle exit than if the medium
is stagnant. �DOI: 10.1115/1.2804930�

Keywords: axisymmetric jet, buoyant jet/turbulent jet, co-flowing stream, algebraic Rey-
nolds stress model of turbulence (ASM), k-� model, buoyancy, similarity, forced
convection/free convection
Introduction
The simplest configuration of a jet is the free jet in stagnant

urroundings. In the presence of an external stream, jets are clas-
ified as counterflow or coflow �1–11�. A coflow jet is formed
hen a jet, with an exit velocity ū0, develops within an outer

tream flowing at a velocity ū� in the same direction as the jet.
urbulent coflowing jets are used in several industrial applications
uch as combustors, mixers, etc.

The effect of a coflow on turbulent jet mixing behavior has
een investigated by several authors. For co-flows having an in-
nite radial extent, the modification of the jet behavior from that
f a free jet is often characterized in terms of a momentum radius
�12�. The flow is accepted to behave as a free jet when � be-

omes large ��→�� and as a wake flow up to the point where �
pproaches zero. Working with a jet in a coflowing stream reduces
rrors in the regions of high turbulence levels, such as the edge of
he jet in a medium at rest, but at the expense of destroying the
imilarity for mean flow characteristics �1�.

A flow with ū� / ū0 ratio less than 5% develops a similarity of
he mean flow behavior �5�, while one with higher ū� / ū0 ratio
ever reaches such state. The axisymmetric geometry of the round
et confers properties to the flow that make it a good problem for
iscriminating between turbulence models. Even with the devel-
pment of direct numerical simulation �DNS� and large eddy
imulation �LES� for turbulent flows, the most popular models for
ound jets and industrial flows are based on the two equation of
eynolds averaged Navier–Stokes �RANS�. The k-� model

10,13–15�, based on the Boussinesq approximation of the Rey-
olds stress tensors introduced by the conservation equations
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�where isotropic turbulence is assumed�, is one of these. The k-�
model used with the standard constants, however, overestimates
the spreading rate of a round jet �13,15�. This is called the “round-
jet anomaly” �13�. Attempts at overcoming the round jet anomaly
have almost invariably involved the modification of the closure
coefficients of the k-� model �7,10,16� and are not applicable for
general flows.

The algebraic stress model �ASM� is derived from the simpli-
fied Reynolds stress equation �14,15,17,18�. This model provides
a mechanism by which the anisotropic turbulence distribution can
be computed without the large computational effort required for
the Reynolds stress transport equation model. In flows where the
Reynolds stress anisotropy varies slowly in time and space, the
traditional ASM approach is to neglect the total transport of the
diffusion and the convection terms in the transport equation for
the Reynolds stress anisotropy �19�. This form of the ASM is easy
to solve, converges relatively quickly, and is numerically robust.
The ASM is used in large domains and requires minimal compu-
tational expense, an important feature for industrial flow predic-
tions. This model is known to be simple, stable, and easy to imple-
ment for the boundary layer flow �20�. Further, it can model
several flow types where simple models fail for example, flow
affected by buoyancy such as turbulent axisymmetric buoyant jets
in a medium at rest �15�. In the following, two things are exam-
ined. The first is the influence of the k-� model and the ASM for
prediction of a turbulent axisymmetric coflowing jet. The second
is the investigation of the effect of a coflowing ambient stream on
the behavior of the jet flow. A comparison with a jet in a medium
at rest is carried out.

2 Numerical Modeling

2.1 Governing Equations. In the following, a vertical turbu-
lent jet flowing from an axisymmetric nozzle is considered. The

¯ ¯
jet flow has a velocity u0, an initial temperature T0, and a density

FEBRUARY 2008, Vol. 130 / 022201-108 by ASME
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0. The jet is discharging into a nonturbulent coflowing air stream.
he axial pressure gradient is often assumed to be zero, consistent
ith the thin shear layer approximation �20,21�. The flow is

teady and satisfies Boussinesq approximations. The continuity,
omentum, and energy equations for the mean velocity are

��rū�
�x

+
��rv̄�

�r
= 0

ū
�ū

�x
+ v̄

�ū

�r
=

1

r

�

�r
�− ru�v�� + g��T − T0�

ū
�T̄

�x
+ v̄

�T̄

�r
=

1

r

�

�r
�− rv�T�� �1�

he above equations are written in a form valid for the axisym-
etric boundary layer flow. The Reynolds number is assumed to

e high, so that viscous diffusion can be neglected compared to
urbulent diffusion and the turbulence is fully developed. Gener-
lly speaking, the fully developed turbulence assumption cannot
e sustained if the Reynolds number falls below a critical value,
ec=104 �22�. This value must be viewed as a necessary, but not

ufficient, condition for the turbulence to be fully developed since
epend on the details of the flow. In the results obtained by Ricou
nd Spalding �23�, the value of Re=25,000 is found to remove the
ffect of the Reynolds number on the behavior of the jet. Ebrahimi
nd Klein �24� show that Reynolds number has no effect on the
enterline development of the axisymmetric jet for Re�50,000.
easurements reported by Grandmaison et al. �25� in free jets

eveal that the Reynolds number effects on the jet development
re negligible for Re	50,000. Pitts et al. �3� investigated the
ffect of the Reynolds number on the centerline scalar mixing
ehavior of the axisymmetric coflow jet emerging from a long
ipe. It has been demonstrated that the effect of the Reynolds
umber on the centerline development of the flow decreases as the
eynolds number increases. For the smooth contraction nozzle, it
as been reported by Malmström et al. �26� that the far field
enterline mean velocity decay factor increases with the Reynolds
umber, particularly for Re
Rec. In the present study, uniform
xit profiles obtained from a contraction nozzle are adopted so
hat for high Reynolds number �Re	Rec� turbulence can be as-
umed fully developed.

Two turbulence models are used to obtain a closed system: the
k-�� model and the ASM. In these models, the parabolized con-
ervations equations can be expressed in the following way:

�2�

here � is a general dependent variable, S� is the source term,
nd D� is the coefficient of the turbulent diffusion.

2.2 k-� Model. Equations �1� and �2� are solved in this model,
standing for k or �. In the generalized equation �2�, the turbulent

iffusion term is D�=�t /� and the source terms are given in
¯

Table 1 Diffusion and source terms for the „k−�… model

D� S�

vt /k P−�
vt /� � /k�c�1P−c�2��
able 1 with P=−u�v��u /�r being the production term of turbu-
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lent kinetic energy.
The first order k-� model is closed by expressions for Reynolds

stress and turbulent heat flux �10,13–15�:

u�v� = − vt
�ū

�r
v�T� = −

vt

t

�T̄

�r
with vt = c�

k2

�
�3�

This model requires the use of different empirical constants �Table
2�. Better prediction of the expansion of round jets are obtained
using the following correction functions �17�:

c�m = c��1 − 0.465H�
�4�

c�2m = c�2�1 − 0.035H� with H = � y0,5ū

ūcex

�ūc

�x �1/5

�4�

2.3 Stress Algebraic Model. �=k, �, or T�2. The ASM yields
algebraic equations for Reynolds stresses �ui�uj�� and turbulent
heat fluxes �ui�T��. The equations solved in this model are Eqs. �1�
and �2�. In the generalized equation �2�, the turbulent diffusion
term D� and the source terms are given in Table 3, with P
=−u�v��ū/�r being the production term of turbulent kinetic en-
ergy and G=g�u�T� being the buoyancy production term.

In the ASM, the algebraic relations for Reynolds stresses and
turbulent heat flux satisfy the following equations �14,15,17�:

v�2 = c2k

− u�v� =
1 − c0

c1

v�2

k
�1 +

k

�

g�

ch

�T̄/�r

�ū/�r
� k2

�

�ū

�r

�5�

− v�T� =
1

ch

v�2

k

k2

�

�T̄

�r

u�T� =
k

ch�
�− u�T�

�T̄

�r
− �1 − ch1�v�T�

�ū

�r
+ g��1 − ch1T�2��

This model includes 11 empirical constants �Table 4�.
To better predict the expansion of round jets by ASM, functions

of correction are proposed �17�:

Table 2 Model coefficients in the „k-�… model

c� k � c�1 c�2 T

0.09 1.0 1.3 1.44 1.92 0.95

Table 3 Diffusion and source terms for the ASM

� D� S�

k
ck

k

�
v�2 P+G−�

�
c�

k

�
v�2 �

k
�c�1�P+G�−c�2��

T�2 cT

k2

� −2v�T�
�T̄

�r
−cT1

�

k
T�2

Table 4 Model coefficients in the ASM

c0 c1 C2 c� C�1 c�2 ck cT cT1 ch ch1

0.55 2.2 0.53 0.15 1.43 1.92 0.225 0.13 1.25 3.2 0.5
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− u�v� = �1 − c0

c1

v�2

k
�1 +

k

�

g�

ch

�T̄/�r

�ū/�r
� k2

�

�ū

�r
	�1

− �0.465H�� c�2m = c�2�1 − 0.035H� �6�
nd

H = � y0,5ū

ūcex

�ūc

�x �1/5

2.4 Boundary Conditions. The foregoing system of equa-
ions is completed with the following boundary conditions:

Fig. 1 Effect of the grid on the centerline longitudinal distribu
�r=0.025d. „b… Effect of the radial step on the flow: „�x1=0.0
irection, �r=0.025d is sufficient �Fig. 1�b��.

ournal of Heat Transfer
For x 	 0:
v̄ =
�ū

�r
=

�T̄

�r
=

�k

�r
=

��

�r
=

�T�2

�r
= 0 for r = 0

ū − ū�,T − T�,k,�,T�2 → 0 for r → �
�

�7�

Resolution of the governing equations associated with their
boundary conditions �Eq. �7�� can be carried out only by consid-
ering the initial conditions. In this work, uniform initial conditions
are assumed:

n of velocity: uco=0.01. „a… Effect of the axial step on the flow:
for x>5d… and „�x2=0.01d for xÐ5d….
For x = 0: v = 0 and

ū

u0

=
T − T�

T0 − T�

= 1
k

u0
2

= 0.05
�d

u0
3

= 0.02
T�2

T0 − T�
2

= 0.05 for 0 �
r

d

 0.05

ū − ū�,T − T�,k,�,T�2 → 0 for
r

d
� 0.5 � �8�
Numerical Method
The finite difference equations for the governing equations

ere solved iteratively by using a parabolized marching algorithm
n the flow direction until convergence was achieved for all vari-
bles �27�. This method used a staggered grid for numerical sta-
ility, the continuity equation is discretized at the �i+1 /2, j
1 /2� node, while the other equations are discretized at the �i
1 /2, j� node. The iterative process was brought to an end when

he relative change of � between two successive iterations was
ower than 10−5 for each node of the grid.

A nonuniform axial forward step was utilized. In this direction,
e tested different steps �Fig. 1�a��. Then, we showed that taking
x1=0.001d for x
5d and �x2=0.01d for x�5d is sufficient to
btain a numerical solution independent of the grid. In the radial
4 Results and Discussion

4.1 Comparison Between Computation Results and Ex-
perimental Data. The first stage of calculation consisted prima-
rily in testing the developed programs. Then, we undertook a
parametric study of the effect of the coflowing stream on the
behavior of the jet flow.

4.1.1 Forced Jet. To validate numerical computations, the re-
sults obtained using the two turbulence models are compared with
the experimental data in free or coflow jets. The initial conditions
used for the numerical calculation correspond closely to those
found experimentally by Antoine et al. �8�.

In Fig. 2, the centerline longitudinal excess velocities obtained
from the two turbulence models are in close agreement. Examina-
tio
01d
tion of this figure shows reasonable agreement with experimental

FEBRUARY 2008, Vol. 130 / 022201-3
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ata such as those reported in Refs. �10,8,28–30�, while some
isparity is observed in comparing to the data sets of Refs. �31,32�
orresponding to free jets.

The potential core length of the present numerical models ends
t about 2d, whereas in the experimental data reported in Ref. �33�
t ends at about 5d and in the numerical study reported in Ref.
10� at about 10d. The potential core length is strongly affected by
he conditions at the nozzle, namely, the Reynolds number, den-
ity ratio of the injected fluid to the ambient fluid �3,4�, etc. The
arameters used in simulation are not identical to those of the
xperiment since the potential core depends on the competition
etween the inertial and viscous forces. In addition, the initial
urbulence intensity affects strongly the flow characteristics in the
egion adjacent to the jet exit �7,33�. In Fig. 3, the effect of dif-
erent initial intensity of turbulence is illustrated. The figure
hows that the lower the initial turbulence intensity, the greater the
ength of the potential core.

The centerline longitudinal excess velocity can be written as a
yperbolic law in the similarity region: ū0ex

/ ūcex
=1 /Ku�x−x0 /d�.

he constants Ku and x0 �x0 is a virtual origin� determined by the
wo turbulence models are compared to those measured by several
ther authors in Table 5. The virtual origin from the ASM is
earer values reported in Refs. �29,31,34� for free jets than the
alue reported in Ref. �8� for a coflowing stream. The virtual
rigin from the k-� model is significantly smaller than other re-
orted data. The values of the virtual origin �reported in Table 5�
how a considerable scatter. Such variations are not unexpected
ecause the location of the virtual origin is sensitive to the varia-
ion of Reynolds number, the velocity profiles and intensities at
he jet exit, and the density ratio of the injected fluid to the am-
ient fluid �3,4�. These parameters varied from study to study.

A comparison between the numerical radial distribution of the
ongitudinal velocity and the experimental data of a jet in a me-
ium at rest �30,35� or in a coflowing stream �8� is shown in Fig.
. The velocity profiles appear to be Gaussian. The ASM predicts
ower velocities near the centerline and the core of the jet than the
-� model, while it predicts higher velocities at the jet edge. Es-
ecially, near the edge, the ASM correlates more closely with
xperimental data of Refs. �8,30,35�.

ig. 2 Longitudinal distributions of the centerline excess
elocity
In the established region, the profile of the half-radius of the

22201-4 / Vol. 130, FEBRUARY 2008
longitudinal velocity y0.5ū is expressed as y0.5ū=Ky�x /d�. The
present results, reported in Table 5, are compared with the experi-
mental data. The analysis of these data shows that the spreading
rates of the jet from the two turbulence models are in close agree-
ment. The correlation is better with the experimental data of An-
toine et al. �8� in a coflowing stream than in free jets. The spread-
ing rates are about 50% lower than those determined in free jets
�Table 5�. It is believed that these low rates of the spreading are
due to the coflowing stream tending to reduce the jet expansion.

The longitudinal decay of the centerline excess temperature ob-
tained from the two turbulence models is shown in Fig. 5 and
compared with the experimental study of Mi et al. �9�. In this
study �9�, temperature was used as a marker to identify the scalar
since, when buoyancy effects are negligible, the temperature field
is known to behave similarly to any passive scalar field. In the
study of Van der Hegge Zijnen �36,37�, temperature and concen-
tration measurements are compared and it has been found that the
diffusion of heat is similar to that of mass. Data from the study of
Mi et al. �9�, for a Grashof number=210−5, are small enough that
the buoyancy is negligible and the temperature acts as a passive
scalar field. These data agree better with results from the ASM
than with those from the k-� model. However, the decay rate of
the centerline excess temperature from the ASM is about 15%
higher than the experimental data.

The centerline excess temperature can be written in the similar-

ity region, as a hyperbolic law: �T̄0 /�T̄c=1 /KT��x−x0
�T�� /d�,

where KT and x0
�T� in Table 5 are compared to those of other

authors. KT determined from the ASM agrees well with the value
measured by Mi et al. �9�. This value is about 30% lower than the
value measured by Antoine et al. �8� in a coflowing stream. KT
from the k-� model matches the experimental data of Antoine et
al. �8� more closely, being only about 15% higher than the experi-
mental value �8�. There is a large scatter between the experimental
and the numerical results for the prediction of the thermal virtual
origin. The virtual origin from the ASM is significantly different
from that of Antoine et al. �8�. The k-� model predicts a thermal
virtual origin close to that found by Antoine et al. �8�. This dis-
crepancy can be attributed to the difference in initial conditions
between experiment and simulation �3,9�.

A comparison of the radial distribution of the normalized ex-

Fig. 3 Potential core for different initial intensity of the turbu-
lent kinetic energy: uco=0.01
cess temperature is shown in Fig. 6. It is shown that the tempera-
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ure profiles of the k-� model are narrower than those of the ASM.
t is clear from Fig. 6 that the ASM provides the best agreement
ith the results of Refs. �8,30�, but results of Dowling and Dimo-

akis �2� lie between the k-� model and the ASM predictions.
ifferences between the simulation and the experimental data are
ost apparent near the edge of the jet, where the real flow is

ntermittently turbulent and laminar because the radial velocity
istribution depends on the mechanisms of turbulent motion for
xperimental data �38�. Comparison of Figs. 4 and 6 shows that
he temperature field obtained from the ASM extends farther than
he velocity, as a law, observed by different authors �14,17,18�.

The normalized radial distribution of the Reynolds shear stress
u�v� / ūcex

2 � is shown in Fig. 7 where it is compared to data mea-
ured by several authors. The maximum values of the normalized
eynolds shear stress from the two models, reported in Table 5,
re in close agreement with the results of Antoine et al. �8� for
easurements in the rage of 70�x /d�140. Furthermore,

u�v� / ūcex

2 �m in the present study is reached at x /d�120 for the
SM and at x /d�90 for the k-� model. We note that similarity is
ot completely reached for the two turbulence models at these
istances even for a higher axial distance. In fact, calculations
ave shown �39� that complete similarity is only possible when

� / ū→0 �pure jet behavior� or �ū� / ū→1� �pure wake behavior�

Table 5 Flow parameter for

Authors

Present
Results
�ASM�

Present
Results
�k−�� �34� �8� �28� �29

Field of
measurements

x /d
45 x /d
140 x /d
140 x /d


uco
0.05 0.05 0 0.05 0 0

Ku
6.37 6.71 10.8 6.83 6.39 6.7

x0 1.39d −3.14d 2.4d 4.9d 0.6d 2.5
Ky

0.056 0.055 0.106 0.064 0.082 0.1
KT

4.54 7.75 6.76 5.27 6.3

x0
�T� −1.59d −5.75d −11d 0.8d 6d

�u�v� / ūcex

2 �m
0.0225 0.0220 0.0225

v�T /�Tcūcex
�m

0.03 0.022 0.03
Fig. 4 Radial distributions of the longitudinal excess velocity

ournal of Heat Transfer
and neither is the case here.
The maximum value of the normalized Reynolds shear stress

obtained with the ASM is located at �r /x�0.04�. This value is
close to data reported by authors of Refs. �30,31� in free jets and
20% lower than experimental data in coflow jets �8�. Still, the
value obtained with k-� model �r /x�0.045� matches better the
experimental data of Antoine et al. �8�, which is located at �r /x
�0.05�. The radial turbulent flux from the ASM is higher in Fig.
8�a� than the results of Ref. �30� obtained in a helium jet discharg-
ing in the air. Further, a horizontal shift �20%� is observed com-
pared to the experimental data of Antoine et al. �8�. The radial
turbulent flux from the k-� model �Fig. 8�b��, matches better with
the experimental data of Panohapakesan and Lumley �30� ob-
tained in a free jet than that obtained in the coflow �8�.

The maximum value of �v�T /�Tūcex
�m �Table 5�, obtained from

the ASM, is higher than that from the k-� model. The maximum
value from the ASM is close to the value obtained by Antoine
et al. �8� in the coflow and greater than other reported data �0.019
�40�; 0.015 �41��. This difference can be attributed to the presence
of a coflowing stream rather than to the absence of a complete
similarity in a coflowing stream �8,39�. From the k-� model, the

axisymmetric turbulent jet

�30�
�31�

�HW�
�31�

�LDA� �35� �9� �2�

x /d
150 x /d
120 x /d
120 x /d
100 x /d
46 x /d=30 to 90

0 0 0 0 0 0.004
6.06 — 5.9 —

0 — 2.7d —
0.116 0.094 0.102 0.086
2.41 4.56 5.11

4.25d −3.7d
0.0190 0.0211 0.0155

0.02

Fig. 5 Longitudinal distributions of centerline excess
an

�

120

1
6d
04
3

temperature
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aximum value of the radial turbulent flux is smaller than that in
he coflow data �8� and it is closer to the values measured in a free
et �30,40,41�. Nevertheless, as for the normalized Reynolds shear
tress, similarity is not completely reached even for a higher axial
istance. This tendency can be attributed to the absence of com-
lete similarity solutions in a coflowing stream �8,39�.

4.1.2 Buoyant Jet. To validate the numerical computations,
esults obtained from the ASM are compared with results from the
-� model in a buoyant jet. Calculations starts at the nozzle exit

ig. 6 Radial distributions of the longitudinal excess
emperature
Fig. 7 Radial distributions of

22201-6 / Vol. 130, FEBRUARY 2008
where uniform profiles were assumed �Eq. �8�� �14� with uco
=0.01.

Figure 9 shows the variation of centerline numerical profiles
with height. Variables are normalized by Fr as suggested by Mar-
tynenko et al. �14�. The effect of Fr on the centerline profiles is
clearly illustrated in this figure. As Fr increases, the length of the
transition region increases. Further, downstream from the jet exit,
the centerline dimensionless variables for all Fr calculated become
the same and parallel. This means that all predictions are essen-
tially independent of Fr in the plume region. In this region, the
behavior of numerical solutions at the jet axis can be approxi-
mated by the known power solution �14�:

ū0ex

ū0ex

Fr1/2 = Au� x

d
Fr−1/2�−1/3 �Tc

�T0
Fr1/2 = A�� x

d
Fr−1/2�−5/3

kc

k0
Fr = Ak� x

d
Fr−1/2�−2/3

Coefficients Au, A�, and Ak from the present study and reported by
different authors �14,42–44� are given in Table 6.

The predictions from the ASM agree reasonably with the nu-
merical results of Martynenko et al. �14�. From the k-� model, the
coefficients do not provide a satisfactory agreement between the
theory and the experiment. However, as Martynenko et al. �14�
noted, the calculated A� factor from the ASM is almost 21% lower
than the experimentally obtained factor �42–44�. From the k-�
model, the A� factor computed is almost 32% higher �42–44�.

On the whole, the ASM predicts the characteristics of a jet in a
coflowing stream with a sufficient accuracy. It performs at least as
well as the k-� model to predict the mean flow properties of the
dynamic field and the ASM is better than the k-� model to model
buoyancy and the turbulence structure.

4.2 Influence of the Coflowing Stream Velocity. The main
objective of this numerical study is to examine the effect of the
coflowing ambient stream on the behavior of the axisymmetric
the Reynolds shear stress
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urbulent jet in comparison with a jet in a medium at rest �uco
0�. The results to be presented in the following are obtained for

0 /u0̄
2=0.05 and �0d /u0̄

3=0.02 �14� and from the ASM.

4.2.1 Forced Jet. Figure 10 illustrates the distribution of the
enterline longitudinal velocity for different coflowing streams.
his figure shows that the centerline longitudinal velocity is al-
ost constant in the potential core area and is independent of the

oflow stream effect. Further downstream, the decay rate of the
enterline longitudinal velocity is slower for high coflow streams.

light increase of the coflowing stream velocity �for uco
5%�
odifies slightly the centerline longitudinal velocity profiles. So,

he coflowing jet behaves like a jet in a medium at rest for uco
5%. With a ratio of a free-stream velocity higher than or equal

o 5%, the centerline longitudinal velocity far from the nozzle exit
s greater than that for a stagnant medium.

In Fig. 11, we represent the longitudinal excess velocity �ūex

u−u�� normalized by the centerline longitudinal excess velocity
ūcex

=uc−u�� to show the effect of the coflow on the establish-

Fig. 8 Radial distrib
Fig. 9 Centerline distributions of numeric

ournal of Heat Transfer
ment of the similarity region. The abscissa has been normalized
by the axial distance (�x-xo� /r) rather than the half-radius. Nor-
malization by the half-radius y0.5ū, defined in the nomenclature,
makes it difficult to detect any difference in �ūex / ūcex

� �31,9�.
Figure 11�a� shows radial profiles of �ūex / ūcex

� at several down-
stream stations for uco=0.01. For x /d�80, the normalized excess
velocity is independent of x and the profiles take Gaussian forms:
�ūex / ūcex

�=exp�−A(r / �x-x0�)2�, where A is determined from a fit
of the numerical data. The constant A obtained from the present
study is found to be 105. This value is approximately 24% lower
than that given by Sautet and Stepowski �4� �A=138.88� for jets
of hydrogen-nitrogen mixtures discharged into a coflow. This dif-
ference can be attributed to the fact that the investigation of Sautet
and Stepowski �4� is restricted to the region near the nozzle �5
�x /d�20� where buoyancy and coflow have negligible effects.

According to Habli et al. �15�, the established region of an
axisymmetric jet emerging in a medium at rest begins at x /d
�50, whereas this zone begins at x /d=70 according to Wygnan-

ons of the heat flux
uti
al solutions for a buoyant jet: uco=0.01

FEBRUARY 2008, Vol. 130 / 022201-7
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ki and Fielder �35�. In fact, the initial conditions can have an
ffect on the development of the similarity state �7,9�. Thus, for
co=0.01, the coflowing jet behaves like a free jet. Nevertheless,
or uco�0.05 �Figs. 11�a� and 11�c��, profiles of the normalized
ongitudinal excess velocity do not coincide even at high values of

able 6 Coefficients of a buoyant turbulent round jet in the
lume region

uthors Au A� Ak

resent work �ASM� 3.7 7.35 0.91
resent work �k-�� 4.48 12.35 1.06
ef. �14� 3.18, 3.27, 3.16 5.85, 5.47, 5.85 0.78, 0.79
ef. �42� 3.5 9.35 —
ef. �43� 3.4 9.4 —
ef. �44� — 9.46 ---

ig. 10 Axial distributions of the centerline longitudinal veloc-
ty for different velocity coflows
Fig. 11 Radial distributions of the excess velocity at several

22201-8 / Vol. 130, FEBRUARY 2008
�x-xo� /r. This confirms the absence of a complete similarity in the
presence of significant coflowing streams �13,39�.

Figure 12 shows the longitudinal distribution of the dynamic
half-radius of the jet for different coflowing streams. The main
visible effect of the coflow is the jet decay rate reduction in com-
parison with a free jet. The dynamic half-radius profiles coincide
in the area close to the nozzle exit. This means that the effect of
the coflowing stream is negligible in this area. For uco=0.01, the
coflowing stream influence on the jet becomes noticeable for
x /d	20. For a higher velocity, the coflowing stream influence
starts to be conspicuous very close to the jet exit.

The influence of the coflow stream also acts on the turbulent
properties field such as the kinetic energy of turbulence kc / ū0

2

�Fig. 13�a��. This figure shows that the coflowing stream has no
influence on the turbulent kinetic energy in the areas close to and
far from the nozzle exit. Just downstream of the inlet jet, there is
a local minimum and a local maximum for kc / ū0

2 followed by a
decrease of the turbulent kinetic energy.

Fig. 12 Axial distributions of the dynamic half-radius of the jet
for different coflows
downstream stations and for different coflowing streams

Transactions of the ASME
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In Fig. 13�b�, we examine the effect of the initial level of tur-
ulence over the kinetic energy development at the jet axis in the
ear field. This figure shows that a prescription of different levels
f the kinetic energy exerts a strong influence only on the region
djacent to the outlet. In this region, for �kc / ū0

2	 =0.01�, the
enterline kinetic energy presents a minimum followed by a local
aximum. For �kc / ū0

2=0.001�, the centerline kinetic energy re-
ains constant then it reaches a maximum followed by a decrease

f this parameter. The position of this maximum is considered to
e where the axial velocity has the largest gradient in the axial
irection, i.e., at the potential core ends �11�.

In Table 7, we report the maximum values of the normalized
eynolds shear stress obtained for different coflowing velocities.
his table shows that the introduction of a disturbance in the
mbient stream generates an increase in the Reynolds shear stress.
nflow conditions can have a long-lived downstream effect on the
evelopment of the turbulent flow field �6�. For uco=0.01; the
alue of �u�v� / ūcex

2 �m is comparable to values determined in a jet in

quiescent ambient by different authors of Refs. �30,31�.
Budget for the Turbulent Kinetic Energy Under the mentioned

ypothesis in the numerical modeling paragraph, the transport
quation for the kinetic energy of turbulence �ASM� in forced
onvection �i.e., �=k in the generalized equation �2�� can be writ-
en in the following way:

Fig. 13 Axial distributions of the turbulence kinetic energy
=0.01

Table 7 Maximum values

uco=0 uco=0.01

�u�v�

ūcex

2 �
m

0.018 �15�; 0.0190 �30�
0.0211 �31�; 0.0155 �35�

0.020
ournal of Heat Transfer
where Dk�Dk=ckk /�v�2� is the turbulent diffusion term, Sk�Sk

= PProduction−�Dissipation� being the source term. Dk and Sk are given
in Table 3.

The radial distribution of the budget for the turbulent kinetic
energy transport equation normalized by �y0.5ū / ūcex

3 � is presented
in Fig. 14, at several downstream stations for uco=0.01. As is the
convention, positive quantities denote a loss �or flux out of the
control volume� and negative quantities denote a gain �or flux into
the control volume�. The diffusion term was obtained by differ-
ence, i.e., Diffusion= �Convection-Production-Dissipation�.

In the vicinity of the jet exit, Fig. 14�a� reveals a strong imbal-
ance of the flow since dissipation and diffusion are of the same
sign and order but convection and production are of different
signs, although of the same order. The strong production of tur-
bulent energy, as well as the strong viscous dissipation of energy,
can be seen in the core of the jet �r /x�1�. The convection term in
the turbulent kinetic energy equation acts to transport energy from
the edges of the jet toward the centerline, while the diffusion term
acts to transport turbulence energy away from the region of peak
production toward the jet centerline as well as toward the jet
edges. Near the outer edges of the jet, as discussed by Tennekes

r „a… different coflows and „b… different levels of k0 / ū0
2:uco

the Reynolds shear stress

uco=0.05 uco=0.1 uco=0.174 uco=0.2

0.022 0.0246 0.0247 0.0248
fo
of
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nd Lumley �45�, the balance is predominantly between the diffu-
ion term and the convection. At this point in the jet, the diffusion
erm acts to spread turbulent energy outwards toward the jet edges
hile the convection due to the entrainment velocity transports

nergy inwards. In the intermediate station of the jet �Fig. 14�b��,
he production decreases in amplitude. The diffusion of energy,
hile remaining important, decreases gradually. On the other
and, dissipation tends to be the predominant transport mecha-
ism. For x /d=80 �Fig. 14�c��, in the fully developed region of
he jet, the maximum value of production and dissipation move
oward the jet axis. At the centerline, the production term is zero
o the convection and diffusion terms are the sole means by which
urbulence energy is present at the core of the jet. The production
as a maximum at r /x�0.053 �Fig. 14�c��, which corresponds to
he regions of peak shear stress. This value is close to the values
f Hussein et al. �r /x�0.051� �31� and Wygnanski and Fiedler
r /x�0.052� �35�. The convection has its maximum on the cen-
erline; it is as large as the dissipation. At r /x	0.12 �r /x

0.117 �35��, the convection changes its sign and becomes a loss
o the budget. At r /x�0.11 �r /x	0.12 �35��, the dissipation is
alanced solely by the production. In fact, the budget suggests
ividing the flow into two regions. In the outer region �r /x
0.1�, the mechanisms of production and dissipation approxi-
ately balance each other and the flow can be considered in a

ocal equilibrium. In the inner region �r /x
0.1�, this is not true.
In general, the turbulent-energy balance compares well with the

nergy balance given by Wygnanski and Fiedler �35� despite the
ifference observed on the axis of the jet, which is mainly due to
he production term, which is not equal to zero in experimental
tudies �31,35�. To take account of this, Minh et al. �46� intro-
uced generation terms of second order to ensure that the produc-
ion term is different from zero.

In the experimental studies in the past, it has been necessary to
ake various approximations regarding the term in the turbulent

inetic energy equation in order to estimate their balance. Ram-
arian and Chandrasekhara �47� did not measure the dissipation
irectly, but they estimated it using the energy spectra of u�2. On
he other hand, Gutmark and Vygnanski �48� estimated the dissi-
ation using the isotropic assumption.

The different normalized terms of the budget for the turbulent
inetic energy are plotted for the different coflowing stream ve-
ocities �Fig. 15� and similar observations can be made. Close to
he axis and in the core region, the co-flow has a little influence on
he different terms of the kinetic energy balance. Nevertheless,

ig. 14 Radial distributions of the budget for the turbulent ki
co=0.01
his figure shows that when the co-flowing stream velocity is in-

22201-10 / Vol. 130, FEBRUARY 2008
creased, the maxima of the diffusion and production terms move
towards the jet axis. Away from the core region, the increase of
the co-flowing stream velocity leads to a significant reduction of
the dissipation and the production.

4.2.2 Buoyant Coflowing Jet. Figure 16 shows, respectively,
the longitudinal distribution for different Froude numbers of the
centerline excess velocity �a� and the dynamic half-radius y0.5ū
�b�. In a buoyant jet, three distinct regions exist. The first is an
initial nonbuoyant region called pure jet, where the buoyancy and
coflow effects are not important and which occurs near the jet
exit. In this region, the axis velocity �Fig. 16�a�� and the dynamic
half-radius �Fig 16�b�� remain constant and approximately equal
to their values at the nozzle exit for different Froude numbers.
This is followed by a second, transition, region where the buoy-
ancy and the inertia play equally important roles in determining
the characteristics of the jet. Here, the coflow effect is no longer

ic energy transport equation at several downstream stations:

Fig. 15 Radial distributions of the budget for the turbulent ki-
netic energy transport equation for different coflowing
net
streams: x /d=20
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egligible. In this region, the axis velocity can go over its value
nd the growth of the dynamic half-radius is slow. The third re-
ion, where the flow is far from the source, is a plume; the co-
ow effect is important, the effects of inertia are neglected, and

he buoyancy becomes the only important parameter. In this re-
ion, the axis velocity decreases with the distance x and the in-
erse decay rate of the dynamic half-radius is highlighted for
mall Froude numbers.

The longitudinal distribution of the centerline excess tempera-

Fig. 16 Longitudinal distributions for different Froude num
half-radius: uco=0.174

Fig. 17 Longitudinal distributions for different Froude numb

half-radius: uco=0.174

ournal of Heat Transfer
ture �a� and the longitudinal distribution of the thermal half-radius
y0.5T̄ �b� are depicted in Fig. 17, for different Froude numbers. In
a region close to the nozzle exit, Fig 17�a� reveals no effect of
Froude number. As the Froude number increases, the length of the
initial region increases. In the transition and plume regions, the
decay rate of the centerline excess temperature is lower for higher
values of the Froude number. When the Froude number increases,
the drive of ambient air becomes more important and conse-

s of „a… the centerline excess velocity and „b… the dynamic

of „a… the centerline excess temperature and „b… the thermal
ber
ers
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uently the cooling of the flow is faster.
Figure 17�b� shows agreement between different results for all

roude numbers, only in the vicinity of the nozzle exit. Far from
he jet exit, the decay rate of thermal half-radius is lower for
igher values of the Froude number.

We represent the distribution of the turbulent kinetic energy
ccording to the Froude number in Fig. 18. Profiles of the kinetic
nergy are the same in an area close to the nozzle exit. A little
urther from this zone, the shift between the profiles appears and
he increase of the Froude number leads to a significant reduction
n the centerline turbulent kinetic energy. Considering the impor-
ance of the inertia in the potential core area, the increase of
uoyancy does not have any effect on this area. However, in the
uoyant jet �transition and plume regions� buoyancy play an im-
ortant role, which translates to a significant reduction in the tur-
ulent kinetic energy, particularly its maximum value, when free
onvection decreases.

Figure 19 shows the longitudinal distribution of the centerline
elocity with different coflow streams in free convection �Fr
20�. In fact, in a vertical buoyant jet, two parameters play im-
ortant roles: the initial momentum flux and the buoyancy flux. To
stimate the different behavior, a function of a dimensionless pa-
ameter has been characterized in a jet in a medium at rest �42�
x1=Fr−1/2��0 /���−1/4�x /d�). For x1
0.5, the flow is a pure jet,
hereas it is a plume when x1	5 �42�. However, the results of
apanicolaou and List �29� show that the flow is a pure jet for
1
1.

As seen in Fig. 19, for x /d
1 the flow is a pure jet �value is
0% smaller than the data of Chen and Rodi �42� and compares
ell the data of Papanicolaou and List �29��. In this region, coflow
oes not have any influence on the flow and the velocity remains
onstant and approximately equal to its value at the nozzle exit.
or x /d	20 �9% smaller than the data of Chen and Rodi �42��,

he buoyancy and coflow effects are important. So, in this region
he decay of the centerline longitudinal velocity is slowed down
y buoyancy and coflow. However, in the transition region, iner-
ial forces, buoyancy forces, and coflow play equally important
oles in determining the characteristic of the flow. Thus, decay
aws are not well defined in this region.

The similarity region of mean characteristics for different ve-

ig. 18 Longitudinal distributions of the turbulent kinetic en-
rgy for different Froude numbers: uco=0.174
ocity coflows is determined from the profiles of the longitudinal

22201-12 / Vol. 130, FEBRUARY 2008
excess velocity normalized by the centerline longitudinal excess
velocity for Fr=20 �Fig. 20�. Similarity is established when the
normalized radial excess velocity becomes independent of x. Re-
sults are summarized in Table 8.

Table 8 shows that the increase of the coflow can slow the
development of the jet to a similarity state �6�. The similarity
region starts at a distance closer to the nozzle exit when we con-
sider buoyant jet in comparison with a forced jet. It is also noted
that for �u� /u0�=0.05 a similarity state is reached contrary to a
forced jet. In addition, in buoyant jets in a medium at rest, simi-
larity occurred for x1�5 for mean characteristics �14�. For Fr
=20 and uco=0, similarity occurred for x /d�22 �14�. Thus, for
uco=0.01 �Table 6�, the coflowing jet behaves like a free jet.

A similar effect of coflow on the longitudinal distribution of the
centerline velocity is observed on the longitudinal distribution of
the centerline excess temperature �Fig. 21�a��. This figure shows
an agreement between results for different coflowing streams in
the pure jet �x /d
1�. In the plume region �x /d	20�, there is a
slight influence of the coflow on the centerline excess tempera-
ture. In this region, the decay rate of the centerline excess tem-
perature is slowed by the buoyancy and coflow effects. In the
transition region, buoyancy forces, inertial forces, and coflow in-
fluence the distribution of the excess temperature.

The profiles of the thermal half-radius �Fig. 21�b�� are the same
for all velocity coflowing streams in the area close to the nozzle
exit because of the absence of buoyancy and coflow effects. Far
from the jet exit, the spreading rate of the temperature is reduced
by the increase of the coflow.

The effect of coflowing streams on the normalized longitudinal
distribution of the centerline turbulent kinetic energy �kc /u0

2� is
presented in Fig. 22. It can be seen that the profiles of the center-
line turbulent kinetic energy are the same in the pure jet region as
for the other parameters because the coflow and buoyancy effects
do not have any influence on the flow in this region. In the inter-
mediate region, the centerline turbulent kinetic energy is affected
by buoyancy forces, inertia forces, and coflow. In the plume re-
gion, the decay rate of the kinetic energy on the centerline axis

¯ 2

Fig. 19 Centerline longitudinal distributions of the velocity for
different coflowing streams: Fr=20
�kc /u0 � is faster for higher coflow streams.
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Conclusion
In the present paper, results of a numerical investigation of the

ehavior of a buoyant turbulent axisymmetric jet discharged in a
oflowing ambient stream are presented. The performance of the
SM is compared with the k-� model for predicting the develop-
ent of the flow field. Numerical results from the investigated
odels are compared with experimental and numerical data re-

orted in the literature. The results from the ASM enable a suffi-
ient reproduction of this jet flow. It performs at least as well as

Fig. 20 Radial distributions of the excess velocity at severa
=20

able 8 Established region for different coflowing streams
Fr=20…

uco
0.01 0.05 0.174

Similarity region �x /d� 30 70 —

Fig. 21 Longitudinal distributions for different co-flowing stre

half-radius: Fr=20

ournal of Heat Transfer
the k-� model in predicting the mean flow properties of the dy-
namic field, and is better than the k-� model in modeling buoy-
ancy and the turbulence structure.

In forced convection, numerical results show that the axisym-
metric jet discharged in a coflowing stream develops to closely
approximate the similarity of mean characteristic distributions of a
free jet for uco
0.05, while a jet with a higher rate of a coflowing
stream never reaches similarity state.

In a buoyant coflowing jet, three regions exist. The first is an
initial nonbuoyant region, where buoyancy and coflow effect are
not important, and occurs near the jet exit. In this region, different
characteristics of the jet remain constant at approximately their
values at the nozzle exit for different Froude numbers and coflow
streams. In the second, transition, region buoyancy and inertial
forces are of comparable importance in determining the character-
istics of the jet. In this region, the flow is very much affected by

ownstream stations and for different coflowing streams: Fr

s of „a… the centerline excess temperature and „b… the thermal
l d
am
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uoyancy forces, inertia forces, and the coflow effect. The third
egion, where the flow is far from the source, is a plume and the
uoyancy and coflow effects are important. In this region, the
ean characteristics of the flow field are slowed down by buoy-

ncy and coflow, whereas the decay rate of the kinetic energy is
educed for higher coflows.

A region of similarity in velocity and temperature distributions,
n a buoyant jet, starts at a distance closer to the nozzle exit in
omparison with a forced jet. For u� /u0=0.05 a similarity state is
eached contrary to the case for a forced jet. Increasing of the
oflowing stream can slow the development of the jet to a simi-
arity state.

omenclature
c� ,c�1 ,c�2 � coefficients in the �k-�� model

0 ,c1 ,c2 ,c� ,c�1 ,c�2,
k ,cT ,cT1 ,ch ,ch1 � coefficients in the ASM

c�m ,c�2m � correction functions
D � diffusion term

D� � coefficient of turbulent diffusion
d � nozzle diameter �m�

Fr � Froude number u0
2 /g��T0d

g � gravitational acceleration �m·s−2�
G � production term due to buoyancy

i , j � axial and radial nodes
Ku ,Ky ,KT � velocity, dynamic half-radius, and thermal

decay rates
k � turbulent kinetic energy �m2 s−2�
P � production term

Re � Reynolds number u0d /�
Rec � critical value of Reynolds number
S� � source term

T�2 � mean square temperature fluctuation �K2�
T̄ � mean temperature, �T=T−T� �K�

u ,v � axial and radial components of velocity,
respectively �m s−1�

ū , v̄ � mean axial and radial components of veloc-
ity, respectively �m s−1�

ig. 22 Longitudinal distributions of the centerline turbulent
inetic energy for different coflowing streams: Fr=20
�x ,�r � axial and radial steps �m�

22201-14 / Vol. 130, FEBRUARY 2008
u�v� � turbulent shear stress �m2 /s2�
v�2 � normal Reynolds stress

v�T� ,u�T� � turbulent heat flow
x ,r � axial and radial coordinates �m�
x0 � dynamic virtual origin

x0
�T� � thermal virtual origin
x1 � dimensionless function

(x1=Fr−1/2��0 /���−1/4�x /d�)
y0.5ū � dynamic jet half-radius, value of radius at

which mean axial velocity excess is half of
the centerline axial velocity excess �m�

y0.5T̄ � thermal jet half-radius, value of radius at
which the mean temperature is equal to half
its value at the centerline �m�

uco � ū� / ū0
uex � u−u� m s−1

Greek Symbols
� � coefficient of volumetric expansion �K−1�
� � dissipation rate �m2 s−3�
�t � kinematic eddy viscosity�m2·s−1�
� � generalized variable
� � fluid density

k ,� ,T � turbulent Prandtl numbers
� � momentum radius

��= ���d /2�2�ū0 / ū�−1�ū0 / ū� /�ū�
2 ��

Subscripts
c � centerline value
� � ambient fluid
0 � value at the jet exit
m � maximum value
ex � excess

Superscripts
− � average
� � fluctuation
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Influence of Inelastic Scattering
at Metal-Dielectric Interfaces
Thermal boundary conductance is becoming increasingly important in microelectronic
device design and thermal management. Although there has been much success in pre-
dicting and modeling thermal boundary conductance at low temperatures, the current
models applied at temperatures more common in device operation are not adequate due
to our current limited understanding of phonon transport channels. In this study, the
scattering processes across Cr /Si, Al /Al2O3, Pt /Al2O3, and Pt /AlN interfaces were
examined by transient thermoreflectance testing at high temperatures. At high tempera-
tures, traditional models predict the thermal boundary conductance to be relatively con-
stant in these systems due to assumptions about phonon elastic scattering. Experiments,
however, show an increase in the conductance indicating inelastic phonon processes.
Previous molecular dynamic simulations of simple interfaces indicate the presence of
inelastic scattering, which increases interfacial transport linearly with temperature. The
trends predicted computationally are similar to those found during experimental testing,
exposing the role of multiple-phonon processes in thermal boundary conductance at high
temperatures. �DOI: 10.1115/1.2787025�

Keywords: thermal boundary conductance, diffuse mismatch model, inelastic scattering,
nanoscale, solid interfaces
ntroduction
The ongoing trend of miniaturization of devices with structures

n nanometer length scales has given rise to new challenges in the
cience and engineering of thermal transport and management. As
hese length scales continue to decrease, heat transport around
ctive regions in these devices is enhanced/restricted by interfaces
etween materials and the structures surrounding them. Therefore,
he issue of thermal management is becoming more critical in
evice engineering and reliability �1�, particularly in thermoelec-
rics �2,3�, thin-film high temperature superconductors �4,5�, ver-
ical cavity surface emitting lasers �6�, and optical data storage

edia �7�. An ever increasing challenge in the development of
hese devices is successfully accounting for the temperature drop
T across the interface caused by, for example, the transport prop-
rties of the different materials �8�, the presence of gaps and voids
n the lattice structure due to nonperfect contacts �2�, or a disor-
ered region of the materials resulting from device fabrication
onditions �9�. In any case, this temperature drop is characterized
y the thermal boundary conductance hBD which is the conduc-
ance per unit area that relates the heat flux across the interface,
BD, to the temperature drop �T across the interface. This is math-
matically expressed as qBD=hBD�T.

ackground
An understanding of the basic transport mechanisms involved

n thermal boundary conductance is critical to the design and en-
ineering of nanostructured devices. The main resistance to inter-
acial transport in the majority of these devices is phonon scatter-
ng between two materials, which has been successfully predicted
y various models in limiting cases. Little proposed the acoustic
ismatch model �AMM� to account for the specular scattering of

honons at an interface between two materials at low tempera-
ures �10,11�. The root of the AMM theory is the wave nature of
honon transport. At low temperatures �when the dominant pho-
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une 14, 2007; published online February 4, 2008. Review conducted by Suresh V.
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ournal of Heat Transfer Copyright © 20
non wavelength is long� and at perfect interfaces, an incident pho-
non at a boundary of two materials can be treated as a plane wave,
and the reflection and transmission probabilities can be analyzed
similar to that of photons �Snell’s law� �10,11�. This approach
assumes that the phonon is transmitted or reflected at the interface
�not scattered�, an assumption that is valid when predicting hBD at
low temperatures �T�7 K� and at ideal interfaces where specular
scattering is probable �9�. However, this ideal case only represents
a very limited population of interfaces in modern devices, which
may operate at higher temperatures and have disordered regions
near the interface that would induce diffuse scattering. To account
for this type of phonon scattering, Swartz and Pohl developed the
diffuse mismatch model �DMM� to predict hBD at more realistic
interfaces �12�.

The DMM provides a quick and simple estimation of hBD for an
interface between the two materials �12�. To apply the DMM in its
simplest form, the following assumptions must be made �13�: �1�
phonons are elastically scattered, i.e., when a phonon from Side 1
with frequency � scatters at the interface, it can only emit a pho-
non into Side 2 with the same frequency � �for discussions, Side
1 will refer to the softer material with lower phonon velocities and
Side 2 will refer to the stiffer material with higher phonon veloci-
ties�; �2� phonon scattering is completely diffuse, i.e., a scattered
phonon has no memory of the mode �longitudinal or transverse� or
direction of the incident phonon; and �3� the materials on both
sides of the interface are elastically isotropic, i.e., the longitudinal
and transverse acoustic velocities are constant in all crystallo-
graphic directions. This model has been shown to predict conduc-
tance across higher temperature interfaces �T�15 K� relatively
well �9,12�. However, at much higher temperatures �as T ap-
proaches Troom�, the DMM has been shown to either underpredict
or overpredict experimental data, depending on the material sys-
tems �8,13–15�. The overprediction of the DMM has been associ-
ated with multiple elastic scattering events occurring from mate-
rial mixing around the boundary in materials systems where the
Debye temperature, �D, of both materials is greater than Troom
�16–19�. The underprediction of the DMM in material systems
where �D of one material is less than Troom has been attributed to
inelastic phonon scattering processes, which is the focus of this

paper.
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Another model for hBD, the phonon radiation limit �PRL�, pro-
ides a quick and simple determination of the maximum conduc-
ance for interfacial transport assuming complete elastic scattering
20�. Calculations of the PRL assume that phonons from Side 2
ith frequencies below the cutoff frequency of Side 1 transmit

ompletely to Side 1 �15�. The results of the DMM and PRL for
l /Al2O3 and Pt /Al2O3 interfaces are shown in Fig. 1 with pa-

ameters listed in Table 1. Since the PRL represents the upper
imit of the elastic contribution to thermal transport, it will always
redict a higher hBD than the DMM. Notice that the DMM and
RL predict a constant hBD at temperatures approaching �D in
ach material. The insets of Fig. 1 show a close-up of the DMM
nd PRL calculations for the two material systems over the tem-
erature range used in this study.

In an attempt to investigate the underpredictive trends in hBD of
he DMM and PRL, several computational and experimental ef-
orts have been undertaken. In 1993, Stoner and Maris reported
BD at a range of acoustically mismatched interfaces from

ig. 1 Thermal boundary conductance calculations of the
l/Al2O3 and Pt/Al2O3 interfaces using DMM and PRL. The
odels level off at higher temperatures due to the assumption

f elastic scattering used in the calculations. The inset graphs
how the DMM and PRL for the materials systems over only the
emperature range used in this work.

Table 1 Pertinent parameters for D

Material
�D
�K�

�l

�m s−1�

Al 428 6,240
Cr 630 6,980
Pb 105 2,350
Pt 240 4,174

Diamond 2,230 17,500
Al2O3

1,043 10,890
AlN 1,150 11,120
Si 645 8,970
22401-2 / Vol. 130, FEBRUARY 2008
50 K to 300 K �15,21�. As expected from the DMM, the mea-
sured hBD decreased with an increase in sample mismatch and the
change in hBD decreased with temperature. In the sample with the
greatest mismatch, Pb/diamond �Table 1�, values of hBD were
measured that exceeded the DMM prediction by over an order of
magnitude, however, the measured hBD remained fairly constant
over the temperature range investigated, which does not agree
with the T3 trend of the DMM at low temperatures. This measure-
ment also significantly exceeded the prediction of the PRL. One
possible explanation offered for this relatively large hBD was the
occurrence of inelastic scattering—i.e., one or more phonons of
frequency �1 on Side 1 were emitting one or more phonons of
frequency �2 on Side 2—thereby offering more channels for
transport than the DMM and PRL account for, leading to an un-
derestimate of hBD by the DMM and PRL. For the Pb/diamond
case, a high frequency diamond phonon could scatter at the inter-
face and emit several low frequency phonons on the Pb side.

Chen et al. recently used molecular dynamics �MD� simulations
to show a linear increase in hBD across a Kr /Ar nanowire with an
increase in temperature from 35 K to 55 K, which they ascribed
to anharmonic processes �22�. Kosevich considered the role of
inelastic scattering on the phonon transmission probability �23�.
With a multiharmonic model, Kosevich was able to show that
inelastic scattering makes a greater contribution to hBD than elas-
tic scattering for interfaces with very different vibrational spectra;
these calculations, however, were not material specific. Observa-
tion of inelastic scattering in specific material systems applicable
in microelectronic systems has not been predicted theoretically or
computationally, and has been shown experimentally by Lyeo and
Cahill only at low temperatures �T�Troom� �24�. They observed
an approximately linear increase in hBD over a temperature range
of 80–300 K on carefully prepared Pb and Bi thin films on dia-
mond substrates with a pump-probe thermoreflectance technique.
Like Stoner and Maris, Lyeo and Cahill observed hBD that was
several times higher than the PRL but with a linear increase with
temperature matching the aforementioned simulation results that
suggested that multiple-phonon processes �inelastic scattering�
can play a significant role in interface thermal conductance.

The purpose of this study is to examine the temperature depen-
dence of hBD at temperatures around and above �D. This research
examines the assumption of phonon elastic scattering through
measurements of hBD at increased temperatures �T�Troom� on a
range of interfaces comprised of materials with varying �D. Pre-
vious MD simulations show evidence of what could be inelastic
phonon scattering occurring at the interface due to increased tem-
perature. Stevens et al. observed thermal transport across the in-
terface of two fcc lattice systems with varying degrees of mass
and lattice mismatch at temperatures in the classical limit �25�.

In the classical limit �for real materials T��D�, hBD calculated
by either the DMM or PRL is independent of temperature. The
only temperature dependent part of both models is in the distribu-
tion function, which at temperatures well above the Debye tem-
perature becomes constant. Because these models do not assume
any inelastic scattering, the transmission coefficient is indepen-
dent of temperature at high temperatures. To check the tempera-

and PRL calculations †27,43–45‡

�t

�m s−1�
	

�kg m−3�
M

�kg mol−1�

3,040 2,700 0.027
4,100 7,190 0.052
970 11,590 0.207

1,750 21,620 0.195
12,800 3,512 0.012
6,450 3,970 0.102
6,267 3,255 0.02
5,332 2,330 0.028
MM
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ure dependence of hBD, Stevens et al. conducted several simula-
ions at a range of temperatures �25�. The simulations were
onducted on both highly and lightly mismatched interfaces with
ebye temperature ratios of 0.2 and 0.5.
A strong linear relationship was observed in the results of the
D calculations and hBD varied by nearly a factor of 4 for both

nterfaces for the temperature range considered. The strong linear
ependence indicated that there is some thermal transport mecha-
ism that is dependent on temperature, which would lead to a
arger transmission coefficient. The most likely explanation for
his discrepancy is that the DMM and PRL account only for elas-
ic scattering, while MDS accounts for both elastic and inelastic
cattering at the interface. The linear temperature dependence in-
icates a scattering process that is proportional to phonon popu-
ation, since the phonon population increases linearly with tem-
erature at high temperatures. In the classical limit, at
emperatures above the Debye temperature, it appears that inelas-
ic scattering provides the major contribution to the energy trans-
ort across the interface, surpassing the contribution of the elastic
cattering.

In an effort to experimentally verify the results of the MD cal-
ulations, in this paper, the trends in hBD predicted by both the
MM and PRL are compared to experimental data from film/

ubstrate samples of Cr /Si, Al /Al2O3, Pt /Al2O3, and Pt /AlN
ver a temperature range of 293–500 K obtained using the tran-
ient thermoreflectance �TTR� technique �26�. By increasing the
emperature to levels near and above the Debye temperatures of
he metals in these samples, the majority of the film’s phonon
opulations were excited. Assuming elastic scattering, a phonon
rom the film will scatter at the interface and emit a phonon with
he same frequency into the substrate, and a continued increase in
emperature above �D should not significantly affect hBD since the
hange in the phonon population in the film is constant. However,
esults show a continued increase in hBD above the film’s �D in-
icating that the change in the substrate phonon population, which
s changing at a much faster rate than that of the film in the low �D
lm/high �D substrate systems studied in this work, is affecting

he hBD via inelastic scattering events: A high frequency phonon
n the substrate is scattering at the interface and breaking down
nto several low frequency phonons in the film.

xperimental Considerations

Samples. Since the goal of this study is to examine the ability
f the DMM and PRL �with their elastic scattering assumptions�
o predict hBD at high temperatures, materials systems were cho-
en to encompass different regimes in which the degree of tem-
erature dependence of hBD as predicted by the DMM would vary.
our materials systems were considered ��D film, �D film/
ubstrate ratio �
�� �27�: Cr /Si �630 K, 0.98�, Al /Al2O3 �428 K,
.41�, Pt /Al2O3 �240 K, 0.23�, and Pt /AlN �240 K, 0.21�. These
aterials systems allow investigation in temperature regimes
here various trends in hBD are predicted by DMM and PRL. For

xample, assuming elastic scattering, some increase in hBD is ex-
ected in the Al /Al2O3 samples over most of the temperature
ange in this study �293–500 K� because the phonon population
n Al will increase until T��D�Al. However, in Pt /Al2O3, where
D�Pt�Troom, the increase in hBD should be relatively negligible
ince the entire Pt phonon population is excited below room tem-
erature. Any increase in hBD when T��D�Pt could be evidence of
ore high frequency Al2O3 phonons exciting from the elevated

emperature, scattering at the interface, and breaking down into
wo or more lower frequency phonons emitted into the Pt film.

The Cr, Al, and Pt film thicknesses were 50 nm, 75 nm, and
0 nm, respectively, chosen �50% larger than the electron mean
ree path in these metals to minimize ballistic electron scattering
t the boundary and to ensure that the electrons and phonons in
he film have completely equilibrated by the time they reach the

nterface �28�. These thicknesses were also necessary to ensure

ournal of Heat Transfer
that viable hBD information can be obtained from the TTR data
from our experimental setup �8�. The Cr was deposited on an
n-type Ph doped �100� Si substrate; the Al and Pt films were
deposited on factory polished Al2O3, and an additional Pt film
was deposited on factory polished AlN. The metals were depos-
ited on their respective substrates in a multisource, high vacuum
thin-film sputter deposition system, a Supersystem III manufac-
tured by the Kurt J. Lesker Company capable of pumping down to
10−7 Torr. All substrates were �ETM� spin cleaned with reagent
alcohol �90.7% ethyl alcohol; 4.8% isopropyl alcohol; 4.5% me-
thyl alcohol; 0.12% water�, trichloroethylene, and methanol, and
then subsequently baked for 5 min at 400 K to remove any re-
sidual water that may have formed at the substrate surface as a
result of the spin clean. The substrates were subject to a 5 min,
100 W backsputter etch, prior to film deposition, in an effort to
remove the majority of the native oxide layer and any additional
contaminants.

Experimental Setup. The TTR data were taken with the pump-
probe experimental setup depicted in Fig. 2. The primary output
of the laser system emanates from a Coherent RegA 9000 ampli-
fier operating at a 250 kHz repetition rate with about 4 �J /pulse
and a 150 fs pulse width at 800 nm. The pulses were split at a 9:1
pump to probe ratio. The pump beam, modulated at 125 kHz, was
focused down to a 100 �m radius spot size to achieve 10 J m−2

fluence. The probe beam was focused to the middle of the pump
beam to achieve a pump to probe fluence ratio of 10:1. The radii
of the pump and probe beams were measured with a sweeping
knife edge �29�. Although the low repetition rate of the RegA
system and the “one shot on-one shot off” modulation rate of the
pump beam ensure minimal residual heating between pump
pulses, the phase of the signal must still be taken into account.
Phase correction was performed by the procedures for signal
phase adjustment outlined in the references �29�.

For the longer scans analyzed in this study ��1400 ps pump-
probe delay�, alignment of the pump and probe spots can become
an issue �8,30�. To avoid misalignment problems, the probe beam
was collimated before the probe delay stage and profiled with a
sweeping knife edge at all time delays. In this study, a pump to
probe radius ratio of 10:1 was used, and the probe was aligned
with the delay stage resulting in less than 1.5 �m and 4.0 �m
drift along the horizontal and vertical axes perpendicular to the
surface, respectively. These spot characteristics result in less than
1% error due to misalignment of the beams �29�.

The samples were mounted to a 5 mm thick Al plate attached to
a Minco 5419 silicon rubber resistive heater. The samples were
mounted on the front of the Al plate with Molykote 44 high tem-
perature vacuum grease to reduce thermal resistance and the sides
and back of the aluminum plate/heater were insulated with high
temperature millboard insulation. Holes were drilled 1 mm under-
neath the front surface of the Al plate in four locations surround-
ing the sample and the temperature of the sample was monitored
with Omega Engineering TT-T-20 thermocouple wires with NMP-
U-M thermocouple male connectors. For each desired tempera-
ture, the Al block was heated and held at constant temperature for
�2 h to ensure that the sample/Al block system equilibrated be-
fore TTR measurements were taken. Since the thermal resistance
between the Al block and the sample is much less than the thermal
resistance between the sample surface and the ambient, it was
valid to assume that the Al block and sample were at close tem-
peratures. After several measurements at a certain temperature, the
heater was turned off and the system returned to room tempera-
ture. Room temperature measurements were again taken and these
measurements were compared to ensure that the sample was not
damaged as a result of the heating. The value of hBD was deter-
mined by fitting the TTR data to the thermal model discussed in
the next section. Repeatable results were found at all tempera-
tures. The data presented in this paper are the statistical averages

of the data at each temperature. Five to seven data sets were taken

FEBRUARY 2008, Vol. 130 / 022401-3
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t each temperature increment. A maximum deviation of 18%
rom the mean was calculated for the Cr /Si samples, and less than
0% was determined for the other systems.

Thermal Model. The TTR technique produces some excitation
f the metal film followed by a cooling of the film due to the
lm’s thermal connection to the substrate. To simplify data reduc-

ion, ideally the temperature response is influenced only by con-
uctance across the interface and not by diffusion within the metal
lm. If the film is too thick or has a low thermal conductivity,
owever, then there will be two free parameters �film thermal
onductivity kf and hBD� when fitting experimental data to a ther-
al model. To avoid this situation, the Biot number, Bi, for the

nterface should be significantly less than 1 �typically less than
.1� so that the film can be treated as a lumped thermal capaci-
ance �31�. Therefore, the film thickness should be restricted to

Bi =
hBDd

kf
� 0.1 ⇒ d �

0.1kf

hBD
�1�

here d is the film thickness. A more detailed analysis of this
ssumption for each sample using values measured for hBD will be
resented later.

Assuming the metal film can be treated as a lumped capacitance
i.e., Eq. �1� holds�, the thermal model for the film and substrate
ystem is

	dCf
dTf�t�

dt
= hBD�T�0,t� − Tf�t�� �2�

�Ts�x,t�
�t

= �s

�2Ts�x,t�
�x2 �3�

here Tf is the temperature of the film that is measured using the
TR technique, Ts is the substrate temperature and is a function of

ime and space, and 	, Cf, and �s are the film density, film specific
eat, and substrate diffusivity, respectively. Radiative and convec-
ive losses at the front of the film surface are negligible compared
o a typical interface conductance of 106–108 W m−2 K−1 and are
herefore neglected. The temperatures in Eqs. �2� and �3� can be

Fig. 2
ondimensionalized by

22401-4 / Vol. 130, FEBRUARY 2008
 f ,s =
Tf ,s − T0

Tf�0� − T0
�4�

where T0 is the temperature of the film and substrate immediately
before excitation and Tf�0� is the temperature of the film imme-
diately after excitation. Therefore, the thermal model can be ex-
pressed as

d f�t�
dt

=
hBD

	dCf
�s�0,t� −  f�t�� �5�

�s�x,t�
�t

= �s

�2s�x,t�
�x2 �6�

subject to the following initial conditions:

 f�0� = 1 �7�

s�x,0� = 0 �8�

and the following boundary conditions:

− ks

�s�0,t�
�x

= hBD� f�t� − s�0,t�� �9�

�s��,t�
�x

= 0 �10�

The semi-infinite assumption made in Eq. �10� is reasonable for
the time scale of interest, �1.5 ns. The thermal penetration depth
for most substrates at this time scale is ��st�1/2�1 �m, which is
significantly smaller than the thickness of the substrates used in
this study.

Equations �5� and �6� subject to Eqs. �7�–�10� were numerically
solved using the Crank–Nicolson method, which has only a sec-
ond order truncation error in both time and space. The thermal
boundary conductance was determined by fitting the TTR data to
the model using the material constants listed in Table 2. The mod-
els fit to Al /Al2O3 and Pt /Al2O3 TTR data taken at room and
elevated temperatures are shown in Fig. 3. General assumptions

setup
TTR
and fitting sensitivity of this model are discussed in detail in the

Transactions of the ASME
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eferences �8,15�. Note that the high temperature data, which have
higher hBD than the low temperature data, show a greater cur-

ature in the exponential decay. In addition, note that the trends in
he early part of the data do not match the trends predicted by the
hermal model. This occurs in the first 30 ps after laser heating in
he Al sample and 70 ps after laser heating in the Pt sample. This
eviation is most likely due to thermal diffusion occurring in the
lm, which is not taken into account in the lumped capacitance

hermal model. After this time, the primary source of energy trans-
er is thermal boundary conductance, and the model and the data
gree well. The order of this diffusion time observed in the TTR
ata in Fig. 3 is in close agreement with diffusion time constants
alculated in Table 3. Specifics of diffusion time constant calcu-
ations and further analysis are presented in a later section.

With the ultrashort laser pulses used in the TTR measurements,
n electron-phonon nonequilibrium is induced in the early part of

able 2 Thermophysical properties used in determining hBD
rom Eqs. „5…–„10… „values listed are at room temperature
Troom=293 K…. Note the film thermal conductivity is not needed
or the lumped capacitance analysis, but is needed for thermal
iffusion time approximations. Higher temperature values that
ere used can be found in the references †31,36,43–45‡….

Material CL �J m−3 K−1� k �W m−1 K−1�

Al 2.44�106 237
Cr 3.3�106 93.7
Pt 2.83�106 73

Al2O3 3.25�106 18
AlN 1.94�106 285
Si 1.66�106 148

ig. 3 Thermal model „Eqs. „8…–„14…… fit to TTR data taken on
a… Pt/Al2O3 at 293 K and 495 K and „b… Al/Al2O3 at 293 K and
73 K. The thermal model is scaled to the TTR data at 200 ps
or reasons that will be discussed later in this paper. The TTR
ata were phase fixed †29‡ and normalized at the peak reflec-
ance to make clear the differences in the exponential cooling
rofiles at the different temperatures.

Table 3 Film thermal diffusion times

Material
� f at 293 K

�ps�
� f at Tmax

�ps�

Al 56 62
Cr 86 101
Pt 97 102
ournal of Heat Transfer
the TTR data. Using the two temperature model �TTM� to predict
the electron-phonon thermalization time with the 10 J m−2 inci-
dent fluence �32–34�, the thermalization time in all the metal films
is less than 5.0 ps. Therefore, it is expected that a fast transient
spike in the early part of the TTR response due to the electron-
phonon nonequilibrium would not affect determining hBD �35�.
The result of this nonequilibrium period is a slight rise in lattice
temperature due to hot electrons transferring energy to the lattice.
Using the TTM with insulated boundary conditions, the predicted
lattice temperature rise after electron-phonon equilibration and
minimization in the spatial temperature gradient in the film is less
than 10 K. Therefore, it should be noted that the actual tempera-
tures of the interfaces could be slightly higher than the prescribed
values in the experimental results due to lattice heating.

Experimental Results
The thermal boundary conductances measured from the TTR

data are plotted against temperature for the four material systems
studied in Figs. 4–7. The line fit to the data depicts the linearity of
the relationship between temperature and hBD observed in the ex-
periments. The slope of this line, �, is also presented in these
figures along with the Debye temperatures of the materials. In
addition, the calculations for the DMM and PRL in these systems
are included in these graphs. Figure 4 presents hBD across the
Cr /Si interface. In the Cr /Si system, a nearly linear increase of
hBD is observed over the temperature range from 293 K to 460 K.
Since the highest temperature investigated is less than the �D of
both the film and substrate, an increase in hBD is expected. How-
ever, an 80% increase in hBD occurs over this range, where the
DMM and PRL only predict a 15% nonlinear increase that de-
creases with increasing temperature. The linear temperature de-

Fig. 4 Thermal boundary conductance data across the Cr/Si
interface over a range of temperatures. The data show a linear
increase with temperature at a much greater rate than the DMM
and PRL.
pendence may indicate a scattering process that is proportional to

FEBRUARY 2008, Vol. 130 / 022401-5
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ncreased inelastic scattering events beyond the assumption of
ingle elastic collisions. The change in phonon population with
emperature close to and above the Debye temperature is constant,
hich leads to the temperature independent hBD predictions of the
MM and PRL. However, Cr and Si are very well acoustically
atched samples and the deviation associated with measurement

epeatability is the largest of any of the samples examined in this
ork. Although the linear trend with temperature suggests inelas-

ic scattering, there are other transport mechanisms that could also
xplain the data, which will be discussed in the next section.

Since the change in phonon population is constant with tem-
eratures above and around �D, in highly mismatched systems, a
ontinued linear increase of hBD is not expected when the tem-
erature is driven higher than the lower �D of the film/substrate
aterial system. With this in mind, Fig. 5 shows the measured

BD across the Al /Al2O3 interface. In addition to data measured in
his study �293 K�T�500 K�, low temperature data from Stoner
nd Maris are included �15�. The linear fit included the data from
his study and Stoner and Maris data from 150 K to room tem-
erature. At 150 K, hBD appears to lose its T3 dependence. Over
he temperature range in this study, the experimental data increase
y almost 100%, where the DMM only predicts a 10% increase.
n addition, the data above the �D of Al continue to linearly in-
rease over a 50 K temperature increase. The linear increase
bove �D of Al suggests that multiple-phonon processes may be
ccurring between single high frequency phonons in the Al2O3
nd several low frequency phonons in Al. As the temperature was
riven above �D of Al, the entire phonon population in Al was

ig. 5 Thermal boundary conductance data across the
l/Al2O3 interface over a range of temperatures. This figure
lso includes data taken by Stoner and Maris „1993… at low tem-
eratures †15‡. The linear trend continues at temperatures
igher than the Debye temperature of Al, indicating that inelas-
ic phonon processes could be contributing to hBD at these el-
vated temperatures.
xcited. However, the linear increase of Al2O3 phonon population

22401-6 / Vol. 130, FEBRUARY 2008
continues and therefore, the increase in hBD above �D of Al sug-
gests that hBD is dominated by inelastic scattering. The continued
linear trend observed from the data from Stoner and Maris to the
high temperature data even above �D of Al indicates that there is
a smooth transition between regimes where hBD is dominated by
elastic and inelastic scattering.

To examine the regime where inelastic scattering would domi-
nate �i.e., temperatures above the Debye temperature of only one
of the materials, so that the entire phonon population of one ma-
terial is excited but not the other�, the highly mismatched
Pt /Al2O3 system was studied. Lyeo and Cahill studied this regime
at low temperatures �T�Troom� with Pb and Bi on diamond �24�.
The Al /Al2O3 system gives hints toward multiple-phonon pro-
cesses with the data 50 K above �D. However, due to the less than
room temperature �D of Pt, the highly mismatched Pt /Al2O3
shows promising data that further support the findings of inelastic
scattering processes in high temperature regimes. Figure 6 shows
hBD versus temperature TTR results for Pt /Al2O3. The tempera-
ture of this interface was increased to over twice �D of Pt. Over
the investigated temperature range, hBD almost doubles, which is a
similar result to the MD calculations that model elastic and inelas-
tic scattering �25�.

Similar behavior was observed in the Pt /AlN system over the
same temperature range, as seen in Fig. 7. A nearly linear increase
in hBD is observed over the temperature range with values ap-
proaching the PRL at high temperatures. Aluminum nitride and
sapphire have very similar Debye temperatures �Table 1� so simi-
larities in hBD values and temperature trends are expected. The

Fig. 6 Thermal boundary conductance data across the
Pt/Al2O3 interface over a range of temperatures. These tem-
peratures are above the Debye temperature of Pt. According to
theory, hBD should not change at temperatures above the De-
bye temperature of one of the materials assuming only elastic
scattering. However, the continued linear increase in measured
hBD indicates a contribution from inelastic processes.
discrepancies in the measured hBD between these two samples

Transactions of the ASME
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ould be due to differences in the physical properties of the
oundary or slightly different densities of states not accounted for
n the Debye model.

nalysis
The thermal model used to determine hBD from the TTR data

Eqs. �5�–�10�� involves a lumped capacitance assumption in
hich minimal thermal diffusion is assumed through the film as

ompared to across the film/substrate interface. Therefore, this
odel must be scaled to the experimental data at times when the

hermal gradient through the film is approximately zero. To esti-
ate this scaling time, the film’s thermal diffusion time is ap-

roximated from the Fourier number as � f =d2 /� f �36�. The ther-
al diffusion times for the films examined in this study are

resented in Table 3. These values are calculated with the tem-
erature dependent thermophysical properties of the correspond-
ng bulk material. Since the thicknesses of the samples were cho-
en to be larger than the mean free path, minimal reduction in
hermal conductivity is expected due to size effects �37�. How-
ver, to ensure that the model is fit to the data at times when the
hermal gradient in the film is minimal, the thermal model was
caled to the TTR data 200 ps after the peak �as shown in Fig. 3�,
nsuring that even in the unlikely event of a reduction in kf due to
lm thickness or quality, the lumped capacitance model can still
e correctly applied.

The thermal model is scaled at 200 ps and the thermal model is
t to the 1400 ps of TTR data to extract hBD. In order to check

hat 1400 ps pump-probe delay is enough time to accurately de-
ermine hBD for these samples, the interfacial time constant is
stimated as �BD=Cfd /hBD �15�. Table 4 lists �BD for the samples
xamined in this study using hBD determined from the experi-

ig. 7 Thermal boundary conductance data across the Pt/AlN
nterface over a range of temperatures. A similar linear increase
f hBD to the data in Fig. 7 is observed, presenting further evi-
ence toward nonelastic phonon transport channels.
ents. The interfacial time constant is less than the 1400 ps TTR

ournal of Heat Transfer
scan time for all cases, although it is approaching 1400 ps in the
Cr and Pt samples at 293 K. Since this calculation of �BD is based
on bulk properties and is just an estimate, more hBD information
could have been extracted from the TTR data with a longer probe
delay. This could have lead to measured values of hBD being
slightly off around room temperature. However, the room tem-
perature Cr /Si data in this study agree well with previously re-
ported values of hBD on a 50 nm Cr /Si sample subjected to the
same deposition conditions as used here and using the same ap-
paratus and same thermal model, but with the data scaled at an
earlier time �17�. However, these data are slightly lower than that
measured on a 30 nm Cr /Si sample �8�. This 30 nm Cr /Si sample
was fabricated differently, however, and fabrication has been
shown to cause deviation in hBD �17�. The thermal boundary con-
ductances measured on Pt /Al2O3 and Pt /AlN are very close at
room temperature �and at all temperatures, for that matter, as pre-
viously discussed�. Even though Al2O3 and AlN have vastly dif-
ferent thermal properties, a similar hBD is expected due to the
similar acoustic properties of these materials, giving more confi-
dence in the resolution of hBD of these samples.

This brings up an important point about the thermal properties
used in the model to extract hBD from the TTR data. In this study,
bulk properties were used in the analysis. Of specific concern is a
reduction in the substrate conductivity due to manufacturing con-
ditions, which could lead to a transient rise in substrate tempera-
ture near the interface. When there is a negligible rise in Ts near
the interface, the thermal model is weakly dependent on the ther-
mal conductivity of the substrate. However, this dependence in-
creases if the rise in Ts cannot be neglected, which could poten-
tially be a problem in sapphire, which has a relatively low
conductivity, leading to a nonexponential decay in the TTR data.
The exponential decay in the Pt /Al2O3 data shown in Fig. 3 in
addition to the similar values for hBD measured on the Pt /Al2O3
and Pt /AlN samples elucidates the suitability of the values for the
thermal properties used in this study.

Although this study has focused on resolving inelastic scatter-
ing processes, other scattering phenomena could be participating
in hBD that could influence these results. This is apparent by com-
paring the predictions of the DMM and PRL to the measured
values of hBD; at any given temperature in this study, the DMM
and PRL calculations vary by an order of magnitude between the
samples while the measured data are all within a factor of 2 of
each other. In acoustically well matched material systems, such as
Cr and Si, the DMM has been shown to overpredict experimental
data when electron-phonon scattering processes occurring near the
interface are not taken into account �38�. This scattering process
would cause hBD to begin approaching a constant value at lower
temperatures. Although this scattering process could explain the
overestimation of the hBD by the DMM and PRL for the Cr /Si
interface in this study, the linear increase in hBD with temperature
observed in Fig. 4 would result from inelastic scattering.

Disorder and mixing around the interface of two materials
could lead to multiple-phonon scattering events, which could also
influence hBD measurements. These multiple scattering events in-
crease in occurrence with a decrease in phonon mean free path
�increase in temperature� �18,19�. Depending on the type of scat-
tering event, different changes in hBD are expected. Multiple elas-

Table 4 Interfacial time constants

Material
�BD at 293 K

�ps�
�BD at Tmax

�ps�

Cr /Si 1342 850
Al /Al2O3

924 546
Pt /Al2O3

1179 884
Pt /AlN 1286 884
tic scattering events increase hBD in acoustically mismatched

FEBRUARY 2008, Vol. 130 / 022401-7
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amples but decrease hBD in acoustically matched samples �12�.
ssuming an increase in these scattering events with temperature,

he Cr /Si hBD would suffer a reduction, while the data in Fig. 4
how an increase, strengthening the conclusion of inelastic scat-
ering. In more heavily mismatched samples �Al /Al2O3,
t /Al2O3, Pt /AlN�, these multiple elastic scattering events could
e contributing in part to the increase in hBD observed over the
emperature range. However, MD simulations show this same lin-
ar trend at perfect interfaces, which has been attributed to inelas-
ic scattering �25�, further supporting the observation of inelastic
cattering participating in hBD at high temperatures �T��D�.

The experimental data in this study are compared to the DMM
nd PRL models, which were calculated assuming a Debye den-
ity of states. The Debye density of states provides a quick and
imple calculation of the DMM and PRL; however, several studies
ave shown that using a more realistic density of states could
ignificantly change the resulting calculations �39–42�. Recent
alculations by Reddy et al. of metal films on semiconductor sub-
trates use the Born von–Karmen model �BKM� to calculate an
xact phonon dispersion in the DMM �41�. The more accurate
ensity of states predicted a higher density at lower frequencies
nd a lower density at higher frequencies as compared to the
ebye calculations. This resulted in higher values for the DMM at

ow temperatures and lower values for the DMM at higher tem-
eratures �i.e., temperatures of interest in this study�. With this in
ind, the DMM and PRL calculations would decrease from the

urrent results presented in Figs. 4–7. The trend in these calcula-
ions �i.e., change in hBD with temperature becomes negligible at
emperatures approaching �D� also changes with the BKM calcu-
ation �41�. With this more realistic density of states, the change in

BD with temperature becomes negligible at much lower tempera-
ures. Applying this conceptual shift to the DMM and PRL data
esults in an even more drastic difference between the experimen-
al data and the trends in the models assuming only elastic phonon
ollisions presented in Figs. 4–7. This indicates that inelastic scat-
ering events participating in hBD at higher temperatures are being
bserved in the experimental data.

The slopes of the linear fit of hBD versus temperature exhibit an
nteresting trait among the different samples. The slopes of the
inear trends ��� as a function of film/substrate Debye temperature
atio �
� are shown in Fig. 8 for the Pt data from this study, the
b/diamond and Bi/diamond data from Lyeo and Cahill �24�, and

he Au/diamond data from Stoner and Maris �15�. The linear fit to
hese data is also shown in this figure ��= �1.10 MW m−2 K−2�
�.
hese specific film/substrate systems are of interest because the
ajority of the thermal boundary conductances determined in

hese studies were measured at temperatures above the Debye
emperature of the film; therefore, the slopes are representative of
he influence of inelastic scattering on hBD. Only the Au/diamond
ata above 150 K were used for the linear fit to ensure that the
eported � for Au/diamond can accurately represent the influence
f multiple-phonon processes. The data show an increasing � with
ncreasing 
, indicating that inelastic processes participating in

BD become more temperature dependent with an increase in
coustic similarity between materials. In samples with greater
ismatch �smaller 
�, there exist substrate phonons with much

igher frequencies than film phonons, which would have to break
own several times to emit phonons with frequencies available in
he film’s population into the film. However, when the materials
ecome acoustically similar �larger 
�, the decomposition cascade
f the substrate phonons is much less severe. Figure 8 indicates
hat as the film and substrate increase in acoustic similarity, pho-
on decomposition could be happening more readily. This begins
o elucidate the role of inelastic phonon scattering in thermal

oundary conductance.

22401-8 / Vol. 130, FEBRUARY 2008
Conclusions

Traditional models for hBD �DMM and PRL� predict thermal
boundary conductance at low temperatures �T�Troom, �D� rela-
tively well, but at temperatures closer to device operating tem-
peratures these models fail to account for inelastic phonon scat-
tering processes, which can contribute to interface conductance.
Previous MD calculations showed strong evidence of inelastic
phonon scattering at interfaces at elevated temperatures �25�. To
test the effect of these inelastic processes, TTR experiments were
performed at elevated temperatures �T�Troom�. The TTR experi-
ments measured the hBD at elevated temperatures on different
samples with varying acoustic mismatch. At the temperatures in
this study, hBD is assumed to be relatively constant by traditional
models considering only elastic scattering. At temperatures around
and above the Debye temperature of the metal films, the thermal
boundary conductance was shown to increase linearly with tem-
perature, similar to previous MD calculations that take into ac-
count inelastic phonon scattering, indicating that multiple-phonon
processes are contributing to interfacial transport at high tempera-
tures.
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omenclature
Bi � Biot number
C � heat capacity, J m−3 K−1

d � film thickness, m
h � thermal conductance, W m−2 K−1

k � thermal conductivity, W m−1 K−1

kB � Boltzmann’s constant, J K−1

M � atomic weight, kg mol−1

q � heat flux, W m−2

T � temperature, K

reek Symbols
� � thermal diffusivity, m2 s−1

� � slope of linear fit to hBD temperature data,
W m−2 K−2

�D � Debye temperature, K
� � acoustic phonon velocity, m s−1

	 � mass density, kg m−3

� � diffusion time, s

 � ratio of film Debye temperature to substrate

Debye temperature
 � nondimensionalized temperature

ubscripts
BD � boundary

f � film
L � lattice
l � longitudinal branch
s � substrate
t � transverse branch
0 � initial
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Thermal Transport in a
Microchannel Exhibiting
Ultrahydrophobic Microribs
Maintained at Constant
Temperature
This paper presents numerical results exploring the periodically repeating laminar flow
thermal transport in a parallel-plate microchannel with ultrahydrophobic walls main-
tained at constant temperature. The walls considered here exhibit alternating microribs
and cavities positioned perpendicular to the flow direction. Results describing the ther-
mally periodically repeating dynamics far from the inlet of the channel have been ob-
tained over a range of laminar flow Reynolds numbers and relative microrib/cavity mod-
ule lengths and depths in the laminar flow regime. Previously, it has been shown that
significant reductions in the overall frictional pressure drop can be achieved relative to
the classical smooth channel laminar flow. The present predictions reveal that the overall
thermal transport is also reduced as the relative size of the cavity region is increased. The
overall Nusselt number behavior is presented and discussed in conjunction with the
frictional pressure drop behavior for the parameter range explored. The following con-
clusions can be made regarding thermal transport for a constant temperature channel
exhibiting ultrahydrophobic surfaces: (1) Increases in the relative cavity length yield
decreases in the Nusselt number, (2) increasing the relative rib/cavity module length
yields a decrease in the Nusselt number, and (3) decreases in the Reynolds number result
in smaller values of the Nusselt number. �DOI: 10.1115/1.2789715�

Keywords: ultrahydrophobic, microscale, convection, microribs, nonwetting
ntroduction
As fluid flow components shrink in physical size, classical

heory indicates that the pressures required to drive a given flow
ncrease substantially, often to extreme levels. The motivation for
xploring methods to decrease the required pumping power in
icrofluidic applications is thus considerable. The physics of

ransport at these physical scales has been the subject of signifi-
ant recent attention. The hydrodynamics of fluid flow in micro-
hannels has been explored, and a sampling of the growing body
f related literature may be found in Refs. �1–6�. One technique
roposed recently for reducing the frictional resistance to the liq-
id flow in microchannels is the addition of microribs and cavities
n the channel walls �7–13�. If the rib/cavity surfaces are treated
ith an ultrahydrophobic coating and the cavity size is small

nough, the flowing liquid will wet only the top surfaces of the
ibs. A meniscus forms above the cavity, provided the pressure is
ot too great. The free surface meniscus separates the liquid flow-
ng in the microchannel from the vapor trapped in the cavities.
ecause the liquid wets only the rib surfaces, the contact area
etween the channel walls and the flowing liquid is reduced. Mi-
rofabrication techniques now exist that permit the manufacture of
uch patterned surfaces. Several recent investigations report on
he wetting characteristics of discrete liquid droplets on micropat-
erned superhydrophobic surfaces �14–19�.

Several previous investigations have explored experimentally
he potential advantage of patterned ultrahydrophobic microchan-
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nels to reduce frictional pressure drop. These include Ou et al.
�7,8�, Maynes et al. �9�, and Davies et al. �13�. Analytical/
numerical approaches to the problem have also appeared, includ-
ing work by Davies et al. �13�, Philip �20�, Lauga and Stone �21�,
Cottin-Bizonne et al. �22�, and Benzi et al. �23�. To date, the focus
of prior work has been on understanding the hydrodynamics of
patterned microchannels. A single recent study reports on an ap-
proximate analytical model of the thermal transport in parallel-
plate channels subject to an imposed hydrodynamic slip at the
wall and a constant imposed wall temperature in the slip region
�24�. To the authors’ knowledge, there has been no investigation
of the combined momentum and heat transport in such channels
wherein the microrib and cavity regions are coupled thermally and
hydrodynamically. Such is the focus of this paper.

The fundamental thermal transport dynamics for liquids flow-
ing through microengineered channels is expected to differ sig-
nificantly from classical viscous boundary layer flow. Consider
the near-wall region of a channel wall that exhibits microrib struc-
tures separated by vapor-filled cavities, as illustrated in Fig. 1.
Liquid is flowing over the top of the wall and perpendicular to the
ribs at a uniform core velocity. At the liquid/rib interfaces, classi-
cal convective heat transport prevails due to boundary layer
growth and evolution. If continuum behavior prevails, the liquid
velocity at the wall will vanish to satisfy the no-slip condition and
the fluid temperature will match the rib temperature. At the liquid-
vapor interface, the liquid will no longer be in contact with a solid
surface and the liquid velocity at the vapor-liquid interface need
not be zero. A thermal convection cell will exist in the vapor
cavity, driven by the induced motion at the interface. The convec-
tion cell constitutes thermal resistance to heat transfer between the
flowing liquid and the wall, which forms the cavity. At the second

rib, a subsequent thermal boundary layer begins to grow inside of

FEBRUARY 2008, Vol. 130 / 022402-108 by ASME
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he first and the wall shear stress will again decrease along the
olid rib in the streamwise direction, although the initial value of
he stress will not be as high as for the preceding rib. This behav-
or will repeat in the streamwise direction, and at some point
ownstream from the channel inlet, a periodically thermally fully
eveloped state may be established. At this point, the flow will
xhibit periodic variations in the x direction across repeating
treamwise modules �of length L� consisting of a single rib and
avity. Coupling of the convective dynamics of the vapor cavity
egion with the liquid flow above the cavity requires matching the
elocity, shear stress, temperature, and heat flux at the liquid/
apor interface.

Numerical results exploring the periodically repeating thermal
ransport in a parallel-plate microchannel with ultrahydrophobic
alls maintained at constant wall temperature are presented. The
umerical approach is based on the solution of the classical
avier–Stokes and energy equations and thus assumes that con-

inuum behavior prevails. In reality, the liquid/vapor interface
hape is dependent on the local balance between the surface ten-
ion force and the pressure differential across the interface. In this
tudy, the liquid/vapor interface �meniscus� in the cavity regions
as treated as ideal �flat� in the numerical analysis, and the liquid
ow in the microchannel core and the vapor flow within the cavity
re coupled at the interface hydrodynamically through the velocity
nd shear stress matching and thermally through temperature and
eat flux matching. The influences of the channel Reynolds num-
er Re=�ūDh /�, relative depth of the microribs, Zc=d / ls, relative
avity length, Fs= ls /L, and relative width of the microrib/cavity
odule, L /Dh, are all quantified numerically. In the parameters

bove, d is the cavity depth, ls is the cavity width, L is the total
ength of a single microrib/cavity module, and Dh is the channel
ydraulic diameter, 2H, where H is the spacing between the chan-
el walls.

ethodology
Consider laminar flow of an incompressible Newtonian fluid in

he absence of viscous dissipation effects. The coupled equations
f mass, momentum, and energy assuming constant fluid proper-
ies are given as

�u

�x
+

�v
�y

= 0 �1�

�u
�u

�x
+ �v

�u

�y
= −

�P

�x
+ �� �2u

�x2 +
�2u

�y2� �2�

�u
�v

+ �v
�v

= −
�P

+ �� �2v
2 +

�2v
2� �3�

ig. 1 Schematic of the near-wall and cavity regions for liquid
ow over an ultrahydrophobic surface exhibiting microrib
tructures and bulk flow perpendicular to the ribs †13‡
�x �y �y �x �y
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�cpu
�T

�x
+ �cpv

�T

�y
= k� �2T

�x2 +
�2T

�y2� �4�

In these governing equations, u is the streamwise �x� velocity, v is
the wall-normal �y� velocity, P is the static pressure, T is the
temperature, � is the fluid viscosity, � is the fluid density, cp is the
fluid specific heat, and k is the fluid thermal conductivity. The
thermophysical and transport properties �, k, cp, �, and � were
assumed to remain constant for all scenarios considered. Conse-
quently, buoyancy and thermocapillary influences were not con-
sidered in this study. The qualitative effects of thermocapillarity
are discussed later. Equations �1�–�4� were solved for the domain
illustrated schematically in Fig. 2. The figure indicates a repeating
module consisting of one rib and cavity section of the two-
dimensional channel. The shape of the meniscus at the cavity
interface was assumed to be perfectly flat. In reality, the interface
will not be flat but will exhibit curvature dependent on the local
pressure differential between the liquid and vapor phases. This
pressure differential is a function of the relative volume of the
cavity and the local static pressure. Because the static pressure
will decrease in the streamwise direction, the curvature at the
interfaces will also vary in the streamwise direction. Thus, a flat
interface is an idealization and represents only one of the infinite
possible curvatures. It will be shown in results that will be pre-
sented later that the total transport through the interface region is
at least two orders of magnitude smaller than the transport from
the solid rib to the liquid. Consequently, the shape of the meniscus
exerts only a secondary influence on the overall thermal transport.
For the scenarios considered here, the capillary number Ca
= ū� /� ranged from 5�10−4 at Re=4 to 0.28 at Re=2000. Con-
sequently, since Ca is small, it is not expected that the interface
will be deformed by the flow, except at the highest Re explored
where some modest deformation may exist �25�. The vapor cavity
is of length ls, and the microrib length where the no-slip condition
exists is of length lr. The classical Navier–Stokes equations are
employed here since the core flow is a liquid. As a consequence,
the liquid Knudsen number will be small for all scenarios, and
continuum behavior in the bulk flow will prevail. It is acknowl-
edged that in the cavity regions, noncontinuum behavior is pos-
sible.

The boundary conditions were specified as symmetry at the
channel centerline, y=H /2, and no-slip and constant wall tem-
perature at the microrib surface, y=0 and 0�x� lr. The condi-
tions at the upstream and downstream edges parallel to the y axis
were specified to be periodic, indicating that u, v, �u /�y, �v /�y,
�u /�x, and �v /�x were set to be equal at corresponding locations
along these two vertical faces. At the immiscible liquid-vapor in-
terface y=0 and lr�x� ls+ lr, the solutions were coupled by
matching local velocities and shear stresses, and temperature and
heat flux at the interface. The liquid properties were specified as
those of water at standard temperature and pressure. Likewise, the

Fig. 2 Schematic of the computational domain encompassing
a rib/cavity module. Flow direction is from left to right †13‡.
vapor fluid properties were specified to be air at standard condi-
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ions. The walls of the cavity region were specified as no-slip,
mpermeable, and constant wall temperature at the same value as
he microrib surfaces.

Equations �1�–�4� are nonlinear and are dependent on the Rey-
olds and Prandtl numbers for a given ls, lr, d, and H. The gov-
rning equations were therefore solved numerically using the con-
rol volume approach �26�, with the commercial CFD code
LUENT™ �Fluent, Inc., Hanover, NH�. The domain was dis-
retized and the governing equations were integrated around each
omputational cell. This results in a set of nominally linear alge-
raic equations in the unknown dependent variables. For the final
rid-independent solutions reported here, the coupled liquid do-
ain and cavity vapor recirculation computations were very time

onsuming and therefore first-order upwind differencing was used
or the advective terms. The SIMPLE algorithm was employed to
reat the pressure-velocity coupling. The accuracy of the first-
rder simulations was confirmed rigorously, as discussed in detail
n a section to follow.

The periodicity in streamwise boundaries was ensured compu-
ationally by coupling the domain inlet boundary with the domain
xit boundary such that the cells on these surfaces become com-
utational neighbors. This guarantees continuity of both depen-
ent variables �velocity, suitably normalized temperature, and
ressure� and their gradients at the periodic boundaries. The peri-
dicity condition provides that the velocity distribution within the
omputational domain defined in Fig. 2 repeats from module to
odule, such that the u and v velocity distributions are identical
ithin each module, u�s� �=u�s�+L�=u�s�+2L�=¯ and v�s� �=v�s�
L�=¯. Here again, L is the microrib/cavity module length. Al-

hough the pressure itself is not periodic, the pressure drop be-
ween modules is periodic such that the pressure drop from mod-
le to module is constant as given by �P= P�s� �− P�s�+L�= P�s�
L�− P�s�+2L�=¯. The pressure gradient driving the flow may

hus be represented as the sum of a gradient of a linearly varying
omponent and the gradient of a module-periodic component,
P=�+�P�s� �. Thus, � is the linearly varying component of
ressure and P�s� � is the periodic pressure whose nonlinear distri-
ution repeats from module to module. Computationally, either
he module-to-module pressure drop � or the total mass flow rate
hrough the microchannel may be imposed. In this study, the mass
ow rate in the microchannel was specified for each simulation,
nd � was determined iteratively by updating its value through the
ourse of the iterations. Corrections to the value of � were made
uring the iterations based on the difference between the actual
nd the desired mass flow rate.

The absolute fluid temperature T is not periodic from module to
odule, since heat transfer from the heated walls to the fluid

esults in a monotonic rise in fluid mean temperature. However, if
ne normalizes the temperature following the classical approach
s �27� �= �Ts−T� / �Ts−Tm�, where Ts and Tm are the wall surface
nd fluid mean temperature, respectively, the normalized tempera-
ure is found to repeat from module to module in a fashion similar
o the velocities, ��s��=��s�+L�=��s�+2L�=¯. Thus, the thermally
eriodically repeating condition indicates that � and �� /�x are
qual at corresponding locations along these upstream and down-
tream faces of the computational domain.

Extremely high velocity and pressure gradients were antici-
ated in the domain, particularly along the microrib surface and
ear its edges where abrupt acceleration and deceleration regions
ssociated with the transition between no-slip and reduced-shear
egions exist. Thus, great care was taken to ensure that the solu-
ions were grid independent. To achieve this, the following proce-
ure was adopted. A relatively coarse grid was first deployed
typically 15,000–20,000 nodes� and the global iterations were
aken to convergence. The adaptive grid utility of FLUENT was
hen employed to refine the computational mesh on the interior of
he domain, and the solution was again iterated to convergence.

he adaptive grid refinement utility adds nodes locally in the com-

ournal of Heat Transfer
putational domain based on a user-selectable upper limit on the
value of the gradient of the dependent variables. This adaptive
interior-grid refinement procedure was followed two or three
times until the overall flow and thermal behavior ceased to change
appreciably. The boundary refinement tool in the adaptive grid
refinement utility of FLUENT was then employed near the liquid-
vapor interface and along the wall surfaces. The interior and
boundary grid refinement procedure necessitated a grid refinement
exercise for each set of problem parameters �Re, ls, lr, d, and H�,
and thus resulted in a different computational mesh for each simu-
lation. The process of successively refining the grid was repeated
until the solution ceased to change appreciably. Although the re-
sulting grid was different for each set of problem parameters, the
grid-independent hydrodynamic/thermal solutions achieved were
typically on final grid distributions of 600,000 nodes. This grid
produced changes in overall module heat transfer and module-to-
module pressure drop less than 0.1% and 0.05%, respectively,
relative to coarser grid simulations. The solution procedure re-
quired several hundred thousand iterations over 10–15 days of
computation time for each simulation.

As noted previously, the impact of a higher-order numerical
approximation on the predicted results was assessed. Simulations
using second-order upwind differencing were performed for a few
selected cases using the refined grid described previously. At con-
ditions where modeling inaccuracies in the cavity recirculation
zone associated with lower-order numerical differencing are ex-
pected to be among the worst �highest Reynolds number and larg-
est relative cavity width�, the maximum difference in predicted
local shear stress along the liquid-vapor interface between the
second-order and first-order upwind predictions was 3.3%, while
the difference in total shear �area integration of shear stress along
the liquid-vapor interface� was 1.3%. The total heat transfer
through the liquid-vapor interface differed by less than 0.3% be-
tween the first-order and second-order upwind simulations. Fur-
ther, as will be shown in the results reported hereafter, the total
thermal transport through the liquid-vapor interface is nominally
two orders of magnitude smaller than the transport from the solid
rib to the liquid. Consequently, the impact of the lower-order nu-
merical approximation employed is negligible.

A user-defined function was developed in FLUENT, following
standard practice, to specify the hydrodynamic and thermal
boundary conditions at the liquid-vapor interface above the cavity
�28�. As required by the governing physics, the user-defined func-
tion forces a match of local velocity and shear stress, and tem-
perature and heat flux in the two phases at the liquid-vapor inter-
face, subject to the different viscosities and thermal conductivities
in the liquid and vapor regions above and below the interface,
respectively. At convergence, the velocity and temperature field
within the liquid and vapor domains is that which satisfies both
the conservation equations and the interface conditions in the liq-
uid and vapor domains.

Several important nondimensional parameters exist for the
varying scenarios of interest, these being the relative microrib/
cavity module length, L /Dh, the relative cavity length, Fs= ls /L,
the Reynolds number Re=�ūDh /�, and the relative cavity depth,
Zc=d / ls. L /Dh and Fs were varied in the ranges 0.05–2.5 and
0–98%, respectively. Re was varied from 4 to 2000 and Zc was
varied from 0.1 to 4. The above parameter ranges are representa-
tive of realistic microfluidic conditions.

Results and Discussion
The detailed hydrodynamic characteristics of the patterned mi-

crochannel have been presented and explored elsewhere �13�. Al-
though the results here correspond to the classical constant wall
temperature treatment, in general, the behavior for a constant heat
flux condition should be qualitatively similar. Shown in Fig. 3 are
illustrative examples of the nondimensional temperature field for
two scenarios: Re=4 and Fs=0.5 and Re=1000 and Fs=0.98. The

relative module length, L /Dh, was 0.25 and the relative cavity
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epth was Zc	1.0 for both scenarios. The nondimensional tem-
erature in these contour plots is defined as �Ts−T� / �Ts−Tmo�,
here Ts is the constant wall surface temperature, T is the local

emperature, and Tmo is the fluid mixed-mean temperature at the
utlet of the repeating module. The contour plots show that the
aximum nondimensional temperature in the domain is greater

or the lower Reynolds number case. At the interface, the tempera-
ures in the liquid and vapor phases are locally matched �continu-
us�. The temperature gradient is much greater in the vapor phase,
owever, due to the large difference in thermal conductivity and
he requirement of equal heat flux locally in the two phases. There
xists much greater temperature variation in the axial direction for
he lower Reynolds number case. For all scenarios, very low tem-
erature gradients exist along the walls of the air cavity.

Profiles of the dimensionless temperature, �= �Ts−T� / �Ts−Tm�,
re shown in Fig. 4 as a function of wall-normal position, y*

2y /H. Here, the dimensionless temperature is normalized in the
lassical manner where Tm is the local mixed-mean temperature in
he liquid. Profiles are shown in the figure for two values of the
elative cavity length, Fs=0.5 and 0.98, and at two axial locations,
/L=0 and 0.9. The relative module length was 0.25 and the
elative cavity depth was Zc=2 for all scenarios. The result for the
lassical parallel-plate channel is also shown. The x /L=0 location
orresponds to the leading edge of the microrib and the x /L
0.9 position is therefore just upstream of the rib above the vapor
avity. At x /L=0 and at y*=0, � vanishes since the liquid tem-

ig. 3 Contours of the nondimensional temperature „Ts
T… / „Ts−Tmo… in two channels where L /Dh=0.25, Zc=1 for both
hannels. For the top contour plot, Fs=0.5 and Re=4, and for
he bottom contour plot, Fs=0.98 and Re=1000.
erature equals the solid rib temperature at the rib surface. At

22402-4 / Vol. 130, FEBRUARY 2008
x /L=0.9 and y*=0, however, � does not vanish but reaches val-
ues of nominally 0.15 and 0.42 for the Fs=0.5 and 0.98 cases,
respectively. Thus, above the vapor cavity, the nondimensional
fluid temperature exhibits an apparent jump above the imposed rib
surface temperature, caused by the existence of the vapor region
where the prevailing shear stress drops significantly. The data
show that above the rib �x /L=0�, the wall-normal temperature
gradient is much greater than what exists for the classical parallel-
plate channel scenario. This behavior exists due to �1� increased
fluid velocity above the rib resulting from the apparent slip above
the cavity, �2� a reduction in the thermal energy transferred to the
liquid in the cavity region preceding the rib, and �3� redevelop-
ment of the thermal boundary layer. The temperature gradient at
the wall is greater for the Fs=0.98 scenario since the relative
cavity length is nearly twice as long. Above the cavity region, the
wall-normal temperature gradient at the liquid-vapor interface ap-
proaches zero due to the large difference in thermal conductivity
between the liquid and vapor phases. Far from the rib and liquid/
cavity interface, the nondimensional temperature for the Fs=0.5
case is nearly the same as for the classical channel, whereas for
Fs=0.98, the magnitude of � is smaller.

Figure 5 illustrates the influence of the Reynolds number on the
local normalized temperature profiles. Results for two Reynolds
numbers are shown �Re=4 and 1000� where Fs=0.98, L /Dh

Fig. 4 Profiles of the nondimensional temperature � at two
axial positions „x /L=0 and 0.9… for Fs=0.5 and 0.98 with Re
=1000, L /Dh=0.25, and Zc=2

Fig. 5 Profiles of the nondimensional temperature � at x /L
=0 and 0.9 for two Reynolds numbers Re=4 and 1000, with Fs

=0.98, L /Dh=0.25, and Zc=2
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0.25, and Zc=2 for all profiles. The results show that above the
ib �x /L=0�, the temperature gradient is greater for Re=1000 than
or the Re=4 case. Also, above the cavity region �x /L=0.9�, the
agnitude of � at y*=0 increases for decreasing values of Re. In

eneral, it can be observed from both Figs. 4 and 5 that the local
emperature profiles exhibit the most radical departure from the
lassical behavior at low values of the Reynolds number and at
arge values of the relative cavity length. Indeed, as Re increases,
he influence of the cavity region on the global flow field and
hermal transport diminishes. This results from the fact that as Re
ncreases, the time scale associated with streamwise advection
ecomes much smaller than that associated with diffusion. Con-
equently, the boundary layers formed on the microrib surfaces
ersist further downstream, with less change in the velocity and
emperature profiles at higher Reynolds number. Thus, the cavity
egion is less effective at interrupting the thermal and hydrody-
amic boundary layers at high Re. This will be corroborated in the
usselt number results to follow.
Detailed discussion of the effect of the ultrahydrophobic ribs on

he flow structure and frictional pressure drop was presented in
ef. �13�. The top panel of Fig. 6 presents the dependence of the

riction-factor Reynolds number product, fRe, on Reynolds num-
er, replotted from the data of Ref. �13�. This information is re-

ig. 6 Variation of the average friction-factor Reynolds prod-
ct number with Reynolds number for relative cavity lengths of
s=0.5 and 0.98, relative microrib/cavity module lengths of
/Dh=0.05, 0.25, and 2.5, and Zc=2 „top panel… and comparison
etween experimental measurement and predicted values of
Re as a function of the relative cavity length, Fs, at L /Dh
0.25 and Re=10 „bottom panel… †13‡
roduced here since the momentum and heat transfer behavior are

ournal of Heat Transfer
similar, and because relative effects are explored later. These pre-
dictions are for Fs=0.5 and 0.98, Zc=2, and three values of L /Dh
ranging from 0.05 to 2.5. By way of reference, the classical solu-
tion yields the benchmark value fRe=96 �shown in the figure� for
laminar flow in a parallel-plate channel in the absence of micror-
ibs and apparent fluid slip. Figure 6 illustrates reductions in fRe
relative to the classical value for all Fs and L /Dh. fRe is reduced
as the relative module length increases, as the relative cavity
length increases, and as the Reynolds number is decreased. The
reductions in fRe can be significant; at Re=4, Fs=0.98, and
L /Dh=2.5, the value of fRe is reduced to just 15% of the classical
value, suggesting that dramatic decreases in frictional pressure
drop would be possible for these conditions. As was observed in
the temperature profiles shown in Figs. 4 and 5, the influence of
the air cavity on the frictional resistance diminishes as Re in-
creases. In general, the fRe value tends toward the classical be-
havior as Re increases, regardless of magnitudes of the relative
cavity length and relative module length. Also shown in the bot-
tom panel of Fig. 6 is a comparison of experimental measurement
of fRe as a function of the relative cavity width, Fs, at Re=10 and
L /Dh=0.25. As is evident by the data, good agreement exists
between the trends in the experimental and predicted results, al-
though the experimental data tend to exhibit values of fRe that are
greater than the values derived from the numerical model.

The module-averaged Nusselt number is defined as

Nu =
h̄Dh

k
=

q�Dh

kL�Tlm
�5�

where �Tlm= �Tmo−Tmi� / ln��Ts−Tmo� / �Ts−Tmi�� following the
classical approach for a constant wall temperature condition �26�,
q� is the total module heat transfer per unit channel width, and Tmi
is the liquid mixed-mean temperature at the repeating module in-
let. h̄ represents the convection coefficient spatially averaged over
the entire rib-cavity module length, and is defined as h̄
=q� /L�Tlm. The total module heat transfer per unit channel width
q� is determined from the liquid mean temperature rise across the
module from the energy balance q�= ṁ�cp�Tmo−Tmi�, where ṁ� is
the channel mass flow rate per unit channel width. The length on
which a Nusselt number is based is somewhat arbitrary; here, it is
based on the hydraulic diameter defined as Dh=2H and not on the
ratio of flow cross section to perimeter wetted by the liquid, be-
cause there is thermal transport through the vapor cavity into the
liquid. Further, such a definition enables direct comparison and
evaluations between surfaces exhibiting different relative cavity
lengths and comparisons with the classical channel results.

The predicted module-averaged Nusselt number dependence on
Reynolds number, corresponding to the configurations whose fRe
data are shown in the top panel of Fig. 6, is shown in Fig. 7. As
expected, the average Nusselt number data exhibit trends very
similar to those seen in the fRe predictions. The classical value of
the Nusselt number for a parallel-plate channel with isothermal
walls is 7.54 �26�, which serves as the upper limit for parallel-
plate channels with Fs→0. The figure shows that the Nusselt
number increases with increasing Reynolds number. For the pa-
rameters investigated here, Nu asymptotes to the classical value of
7.54 for the lower relative cavity length �Fs=0.5�, again due to the
diminishing ability of the air cavity to disrupt the thermal and
hydrodynamic boundary layers at higher Re. Nu is much lower
than the classical value of 7.54 for the higher relative cavity
length, and might be expected to experience transition to turbu-
lence before reaching the asymptote. The figure also reveals that
the module-averaged Nusselt number decreases as the relative
module length L /Dh increases. The reduction in Nusselt number
relative to the classical value can be quite significant, with Nu
dropping to approximately one-tenth the classical parallel-plate
channel value in the worst case �Fs=0.98, L /Dh=2.5, and Re=4�.

The dependence of the module-averaged Nusselt number on

relative cavity length is illustrated in Fig. 8 for Re=1000, Zc=2,
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nd values of L /Dh ranging from 0.05 to 2.5. As expected, the
gure shows that at low relative cavity length, the Nusselt number
symptotes to the value of 7.54 corresponding to laminar convec-
ive transport in a parallel-plate channel at constant wall tempera-
ure. There appears to be diminishing effect of relative cavity
ength on the average Nusselt number below Fs�0.5. As Fs ap-
roaches unity, there is a dramatic drop in the average Nusselt
umber due to the shrinking microrib surface area exposed to the
owing liquid. As was observed previously in Fig. 7, the Nusselt
umber decreases as the relative module length increases. Finally,
etailed results presented elsewhere show that the value of the
usselt number is insensitive to the relative cavity depth for Zc
0.5 �29�.
Figure 9 shows the local heat flux to the liquid along the rib

urface and the liquid-vapor interface as a function of normalized
treamwise coordinate x /L. The predicted local flux, q�, has been
ormalized by the local heat flux that would exist in a thermally

ig. 7 Variation of the average channel Nusselt number with
eynolds number for relative cavity lengths of Fs=0.5 and 0.98,

elative microrib/cavity module lengths of L /Dh=0.25 and 2.5,
nd Zc=2

ig. 8 Variation of the average channel Nusselt number with
elative cavity length at Re=1000 for relative microrib/cavity

odule lengths of L /Dh=0.05, 0.25, and 2.5, and Zc=2
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fully developed parallel-plate channel maintained at constant wall
temperature, qc� �which falls exponentially with streamwise dis-
tance�. Thus, magnitudes of the relative heat flux, q� /qc�, greater
than unity represent local enhancement relative to the classical
fully developed scenario, while magnitudes less than unity repre-
sent a local reduction. Predictions are shown for four different
scenarios chosen to illustrate the influence of Re, L /Dh, and Fs on
the local heat flux behavior. All scenarios reveal a steep decay in
the relative heat flux with streamwise position from the leading
edge of the microrib, associated with the growth of a new thermal
boundary layer on each rib. Magnitudes of q� /qc� as high as 100
are observed at the leading edge of the rib, and q� /qc�
1 across
the entire rib surface. Following the decay in q� /qc� along the rib,
there exists an increase near the trailing edge of the rib. This
behavior is manifest due to the local fluid acceleration in the tran-
sition between the rib and following cavity. A similar rise in local
shear stress has been observed at this locale �13�. Along the
liquid-vapor interface, the local heat flux is significantly below
that observed along the rib. The increase in the relative heat flux
observed as the flow approaches the leading edge of the down-
stream microrib �x /L=1� is consistent with the steeper tempera-
ture gradients illustrated in the thermal contour plots of Fig. 3.

Figure 9 reveals that marked differences in the local heat flux
distribution exist as Re, Fs, and L /Dh are varied. For example, at
Fs �0.98�, the relative heat flux on the rib is approximately one
order of magnitude greater than for the Fs=0 scenario, albeit con-
fined to the much smaller microrib. For higher Reynolds number,
the local heat flux on the microrib �for the same Fs and L /Dh� is
greater, presumably due to a thinner thermal boundary layer along
the microrib. Further, the relative heat flux appears to exhibit a
somewhat steeper decay with streamwise position at higher Re.
Interestingly, the relative heat flux at the liquid-vapor interface is
lower for increasing Re. This is consistent with previous observa-
tions that the impact of the cavity region on the heat transport is
reduced at higher Re. In general, the results show that the thermal
transport through the interface is several orders of magnitude
smaller than the transport from the solid rib to the liquid, and
consequently the interface shape exerts only a secondary influ-
ence. Lastly, all other parameters remaining unchanged, the im-
pact of L /Dh on the relative heat flux appears to be quite modest
over the range of parameters explored.

It has been shown that the presence of ultrahydrophobic micror-
ibs decreases both the frictional pressure drop and the overall heat
transfer in channels. It begs the question as to whether the de-
crease in fRe is more significant than the decrease in Nu. The
parameter �=Nu / fRe is proposed here as a measure of the com-

Fig. 9 Relative heat flux, q� /qc�, as a function of x /L for several
scenarios all at Zc=2
bined hydrodynamic and thermal effect of the ultrahydrophobic
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icroribs. Higher � is desired indicating increased heat transfer
nd/or decreased frictional resistance for a particular configura-
ion. For the limiting case of the parallel-plate channel, the clas-
ical value �c= �Nu / fRe�c=7.54 /96. The ratio � /�c may be
iewed as a composite measure of both reduction in frictional
ressure drop and average heat transfer relative to the smooth
hannel. Values of � /�c
1 indicate relative advantage in the
umping power versus heat transfer compromise. Figure 10 plots
/�c as a function of Reynolds number for relative cavity lengths

f Fs=0.98 and Fs=0.5 at relative module lengths of L /Dh
0.05, 0.25, and 2.5, and Zc=2.0. For Fs=0.98, as the Reynolds
umber increases so also does the ratio � /�c. In the extreme of
ow Re and small L /Dh, the ratio drops below unity, suggesting
hat the addition of ultrahydrophobic microribs results in a
hermal-hydraulic disadvantage for these conditions. For L /Dh
0.05, � /�c exceeds unity only for Reynolds numbers above 50.
s Re and L /Dh increase, the ratio � /�c also increases for all
eometric parameters explored. At the highest Reynolds number
nd relative module length investigated, � /�c reaches its maxi-
um value of approximately 2. The � /�c behavior for Fs=0.5

xhibits an interesting characteristic. Although the ratio increases
ith Reynolds number as with Fs=0.98, � /�c reaches a maxi-
um at a Reynolds number that depends on L /Dh. The ratio then

rops with further increases in Reynolds number. The local maxi-
um suggests that an optimal thermal/hydraulic condition exists.
The influence of the slip fraction on the ratio � /�c is shown in

ig. 11 for three values of L /Dh at a Reynolds number of Re
1000. The results confirm the previous observation that the flow
nd heat transfer approach classical behavior as Fs→0. At this

ig. 10 Variation of � /�c with Re for relative cavity lengths of
s=0.98 „top… and Fs=0.5 „bottom… for relative microrib/cavity
odule lengths of L /Dh=0.05, 0.25, and 2.5, and Zc=2
alue of the Reynolds number, the ratio � /�c is greater than unity

ournal of Heat Transfer
for all values of the relative cavity length Fs. However, practical
benefits perhaps can only be realized for relative cavity lengths
greater than Fs�0.7–0.8. As Fs approaches unity, the ratio � /�c
increases for all L /Dh with greater benefit observed at larger val-
ues of the relative module length.

Because surface tension is a dominant factor in maintaining the
liquid-vapor interface and temperature variations may exist along
the interface, the question of whether Marangoni convection in-
fluences the overall thermal transport is now addressed. The in-
duced convective velocity due to thermocapillarity has been
shown to scale as uMar��T�T /� �25�. Such an induced velocity
is in the direction of decreasing temperature �i.e., toward the
middle of the liquid-vapor interface�. Here �T=�� /�T and de-
scribes the dependence of the liquid surface tension on tempera-
ture and �T is the driving temperature potential along the liquid-
vapor interface. The ratio of the induced Marangoni velocity to
the forced average liquid velocity in the channel may thus be
expressed as uMar / ū�Ma /Pe, where Ma is the Marangoni num-
ber, Ma=�T�Tls /��, and Pe is the Peclet number, Pe=RePr. The
ratio uMar / ū will be the greatest at the lowest Re explored �Re
=4� and for large values of the cavity length, ls. Realistically, the
cavity length must be smaller than nominally ls�20 �m if the
interface is to be maintained. The above expressions yield
uMar / ū� C�T /Re, where C is a constant of O�1�. The tempera-
ture difference �T exhibits dependence on the geometric param-
eters and on the Reynolds number. In general, as Re increases, the
temperature difference will decrease. Clearly, at high Re, the in-
fluence of Marangoni induced velocities will be completely neg-
ligible. At lower values of Re, however, Marangoni convection
may be important, dependent on the magnitude of the temperature
variation along the interface between two adjacent ribs.

Conclusions
Numerical predictions exploring the periodically repeating

laminar flow thermal transport in a parallel-plate microchannel
with ultrahydrophobic walls maintained at constant temperature
have been presented. The ultrahydrophobic walls considered here
exhibit alternating microribs and cavities positioned perpendicular
to the flow direction. The analysis considered the idealized sce-
nario where the liquid-vapor interface is flat. Results describing
the thermally periodically repeating dynamics far from the inlet of
the channel have been obtained over a range of flow Reynolds
numbers and relative microrib/cavity module lengths and depths
in the laminar flow regime. Previously, it has been shown that
significant reductions in the overall frictional pressure drop can be

Fig. 11 Variation of � /�c with relative cavity length at Re
=1000 for relative microrib/cavity module lengths of L /Dh
=0.05, 0.25, and 2.5, and Zc=2
achieved relative to the classical smooth channel laminar flow.

FEBRUARY 2008, Vol. 130 / 022402-7
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he present predictions reveal that the overall thermal transport is
lso reduced as the relative size of the cavity region is increased.
he overall Nusselt number behavior was presented and discussed

n conjunction with the frictional pressure drop behavior for the
arameter range explored. In summary, the following conclusions
re made regarding thermal transport for a constant temperature
hannel exhibiting ultrahydrophobic surfaces: �1� Increases in the
elative cavity length yield decreases in the Nusselt number, �2�
ncreasing the relative rib/cavity module length yields a decrease
n the Nusselt number, and �3� decreases in the Reynolds number
esult in smaller values of the Nusselt number. However, the ratio
f the Nusselt number to the friction-factor product is observed to
ncrease over the classical value over a large range of the param-
ters investigated.

omenclature
cp 	 fluid specific heat

Ca 	 capillary number �Ca= ū� /��
d 	 vapor cavity depth

Dh 	 channel hydraulic diameter �2H�
Fs 	 relative cavity length �ls /L�
h̄ 	 module-averaged convection coefficient
H 	 channel gap width between microengineered

walls
k 	 thermal conductivity
ls 	 cavity length
lr 	 microrib length or region of no-slip interface
L 	 microrib/cavity module length �ls+ lr�

ṁ� 	 mass flow rate per unit channel width
Ma 	 Marangoni number ��T�Tls /���
Nu 	 Nusselt number �h̄Dh /k�

P 	 fluid pressure
Pr 	 Prandtl number � /��
Pe 	 Peclet number �RePr�
q� 	 total module heat transfer per unit channel

width
Re 	 Reynolds number ��ūDh /��

T 	 fluid temperature
Ts 	 channel wall surface temperature
Tm 	 fluid mean temperature
Tmi 	 fluid mean temperature at the inlet of the

module
Tmo 	 fluid mean temperature at the exit of the

module
�Tlm 	 log-mean temperature difference

u 	 streamwise fluid velocity
ū 	 average fluid velocity
v 	 wall-normal fluid velocity
x 	 streamwise coordinate
y 	 wall-normal coordinate

Zc 	 relative vapor cavity depth d / ls

reek Symbols
� 	 thermal diffusivity
� 	 boundary layer thickness
� 	 fluid viscosity
� 	 ratio of Nusselt number to friction-factor Rey-

nolds number product �Nu / fRe�
� 	 fluid density
� 	 liquid surface tension

� 	 normalized temperature

22402-8 / Vol. 130, FEBRUARY 2008
� 	 linear portion of the pressure gradient
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Study on Micropump Using
Boiling Bubbles
A micropump was developed using boiling and condensation in a microchannel. The
length and hydraulic diameter of the semi-half-circle cross-section microchannel having
two open tanks at both ends were 26 mm and 0.465 mm, respectively. A 0.5�0.5 mm2

electrically heated patch was located at the offset location from the center between both
ends of the microchannel, at a distance of 8.5 mm from one end and at a distance of
17 mm from the other end. The microchannel and the two open tanks were filled with
distilled water. The heating patch was heated periodically to cause cyclic formation of a
boiling bubble and its condensation. By this procedure, flow from the short side (8.5 mm
side) to the long side was created. The flow rate increased as the heating rate was
increased. The obtained maximum average flow velocity and flow rate were 10.4 mm /s
and 2.16 mm3 /s, respectively. The velocity of an interface between the bubble and the
liquid plug during the condensing period was much faster than that during the boiling
period. During the condensing period, the velocity of the interface at the short channel
side (8.5 mm side) was faster than that at the long channel side (17 mm side). The
equation of motion of liquid in the flow channel was solved in order to calculate the
travel of liquid in the flow channel. The predicted velocities agreed well with the experi-
mental results. The velocity differences between the short side and the long side, as well
as those between the boiling period and the condensing period, were expressed well by
the calculation. Liquid began to move from the stationary condition during both the
boiling and the condensing periods. The liquid in the inlet side (short side) moved faster
than that in the outlet side (long side) during the condensing period because the inertia
in the short side was lower than that in the long side. Since the condensation was much
faster than boiling, this effect was more prominent during the condensing period. By
iterating these procedures, the net flow from the short side to the long side was created.
�DOI: 10.1115/1.2787027�

Keywords: micro-pump, boiling bubbles, bubble condensation, periodical heating
ntroduction
Micromachine technology has been investigated extensively in

ecent decades because this technology appears promising for
chieving advanced applications in mechanical engineering. Fur-
her progress is required in order to incorporate new developments
n micromachine technology research into technologically ad-
anced machines. Physics on the microscale, such as thermal hy-
raulics, material characteristics, and mechanical dynamics, must
herefore be elucidated.

When the size of the flow channel is scaled down, the ratio of
he surface area to the volume increases, and the frictional pres-
ure loss increases drastically. Thus, a normal pumping system
ill no longer work in microscale systems. Various methods for
oving fluids in microsystems have been proposed. For example,

un and Kim �1� demonstrated the movement of bubbles in a 2
10 �m2 rectangular channel some years ago. Electric heaters
ere located along the flow channel, and these heaters were
eated sequentially to generate thermal bubbles in a sequential
anner. The bubble in the upstream side functioned as a check

alve while a new bubble was forming in the downstream side
nd expanding downstream. This sequential nonsymmetric expan-
ion of bubbles produced unidirectional flow. The attained flow
elocity was 200 �m /s.

Prosperetti et al. �2� heated salt water in a microchannel and
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AL OF HEAT TRANSFER. Manuscript received August 7, 2006; final manuscript re-
eived May 12, 2007; published online February 15, 2008. Review conducted by
atish G. Kandlikar. Paper presented at the Fourth International Conference on
anochannels, Microchannels and Minichannels �ICNMM2006�, Limerick, Ireland,
une 19–21, 2006.

ournal of Heat Transfer Copyright © 20
generated bubbles periodically at an offset location from the cen-
ter position of the flow channel. The generated bubbles moved
away from the closest flow channel end and then condensed, dis-
appearing around the midpoint of the flow channel. They demon-
strated that the periodic growth and collapse of bubbles in the
microchannel had a net pumping effect.

Matsumoto et al. �3� made use of the dependency of fluid vis-
cosity on temperature to generate flow in a microchannel. The
volume of the midpoint of the flow channel was cyclically ex-
panded and contracted by a piezoactuator. Heaters were placed at
the entrance and the exit positions of the flow channel. When the
volume of the midpoint of the flow channel was shrunk, the en-
trance heater was not heated and the exit heater was heated. Thus,
the fluid viscosity at the entrance was high and that at the exit was
low. As a result, a flow to the exit was formed. Then, when the
volume of the midpoint of the flow channel was expanded, the
entrance heater was heated and the exit heater was not heated. The
fluid viscosity at the entrance was lower than that at the exit. As a
result, a flow from the entrance was induced. By iterating these
procedures, a net flow from the entrance to the exit was created.

Yang �4� proposed a method of moving fluid by using a bubble
that expanded and condensed synchronously with heating and un-
heating. A bubble expanding and condensing room had an expand-
ing diffuser at one end and a contracting diffuser at the other end.
By utilizing the difference of the flow resistance between the ex-
panding and the contracting diffusers, one-directional flow was
developed.

Okuyama et al. �5� introduced nucleate boiling into the micro-
channel and confirmed that a pumping head was created. When

the wettablility of liquid is high, boiling that starts at one location

FEBRUARY 2008, Vol. 130 / 022403-108 by ASME
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preads propagatively. By inducing this propagative boiling in a
ow channel, they succeeded in moving fluid in one direction.
Koizumi et al. �6� created a circulation flow in a microflow

ircuit by forming a back-and-forth flow at a T junction that was
onnected to the flow circuit. They created the back-and-forth
ow by inducing bubble nucleation and condensation in a solid

ank.
A pumping system that makes use of boiling does not have any
echanical moving parts. Thus, the system is quite simple and

eliable. These are important criteria for micromechanical sys-
ems.

Until the boiling bubble pump is realized, a number of phenom-
na must be investigated, including boiling phenomena in the mi-
rochannel, fluid flow, heating, and cooling. As one of these tasks,
he micropumping system using boiling bubbles has been reported
7�, in which a single bubble was formed and condensed periodi-
ally in a microchannel to move liquid unidirectionally. In the
resent paper, additional experimental data and analytical results
re presented, focusing on the bubbling phenomena and the flow
haracteristics.

xperimental Apparatus and Procedures
The experimental apparatus used in the present study is shown

chematically in Fig. 1. The apparatus is composed of a test mi-
roflow channel that is oriented horizontally, reservoirs at both
nds of the test channel, an electric power supply system, and
nstruments. Distilled water is used as the test fluid in experi-

ents. The test channel and the reservoirs are initially filled with
ater. Two reservoirs are connected by a pipe in order to elimi-
ate any pressure difference between the two reservoirs. The en-
ire system of a test apparatus is immersed in a distilled water
ath. The temperature of water in the bath is controlled at a con-
tant temperature of 30°C during the experiments.

A 26-mm-long groove was formed on a transparent Plexiglas
late. The groove was created as follows. A Plexiglas plate was
ut slightly longer than 26 mm. A 0.5 mm diameter nichrome wire
as sandwiched between the Plexiglas plate and a glass plate. The
ichrome wire was then heated by electricity. The surface of the
lexiglas was melted by the heated nichrome wire. As a result, a
roove was created on the Plexiglas plate surface. The crosssec-
ion of the groove is presented in Fig. 1. The surface of the plate

Fig. 1 Experimental apparatus
as polished flatly to eliminate the swollen part of the groove

22403-2 / Vol. 130, FEBRUARY 2008
edges because of melting. The length of the plate was also ad-
justed to 26 mm by polishing both ends. The exact cross-sectional
area was determined by taking a close-up photograph and measur-
ing the size of the groove on the photograph.

A Plexiglas plate that had a 26-mm-long groove was placed on
a printed circuit board such that the grooved surface was facing
downward. A 0.5 mm diameter semi-half-circle cross-section flow
channel was formed between the Plexiglas plate and the printed
circuit board. This flow channel was the test microchannel, the
length of which was 26 mm. Both ends of the flow channel were
abruptly opened to the reservoirs, and the reservoirs were open to
the atmosphere. The part of the copper surface of the printed
circuit board that faced the test flow channel was etched, except
for a width of 0.5 mm at a distance of 8.5 mm from one end
�herein referred to as the left end or the inlet�, and at a distance of
17 mm from the other end �referred to as the right end or the
outlet�, and a width of 1 mm at a distance of 22 mm from the left
end. The 0.5 mm unetched copper part and the 1 mm unetched
copper part were electrically isolated. In the present paper, the
0.5 mm unetched copper part is referred to as the test heating
surface, and the 1 mm unetched copper part is referred to as the
fluid temperature measuring section. The thickness of the printed
copper layer was 35 �m. The electric resistance of each unetched
copper part in the test flow channel was calibrated prior to the
experiment in order to obtain the relationship between electric
resistance and temperature.

Electrodes were soldered to the copper surface. A low-voltage
dc was supplied for the test heating surface via the electrodes. The
electric power that was supplied for the test heating surface was
derived from the supplied dc and the voltage across the test heat-
ing surface. The temperature of the test heating surface was de-
termined by referring to the relationship between the temperature
and the electric resistance of the copper on the board.

Other electrodes were also soldered onto a copper surface that
was isolated from the heating part in order to measure fluid tem-
perature. A dc of 0.5 A was supplied for the fluid temperature
measurement section via these electrodes. The electric resistance
of the fluid temperature measurement section was obtained from
the voltage between the electrodes and the supplied dc. The tem-
perature of the copper at the fluid temperature measurement sec-
tion was then derived by referring to the calibrated relationship
between temperature and electric resistance. In the present experi-
ments, it was assumed that the obtained temperature was the tem-
perature of the fluid in the test microchannel. Chromel-alumel
thermocouples were used to measure the fluid temperature in the
reservoirs and the water bath. A flow state in the test flow channel
was observed from the top through the Plexiglas wall and was
recorded using a charge-coupled device �CCD� and a high-speed
video camera equipped with a microscopic lens.

In the experiments, the test heating surface was heated periodi-
cally by supplying a dc in rectangular waves, as shown in Fig. 2.
The test conditions of the frequency of the rectangular waves, i.e.,
the heating and the nonheating period in 1 cycle, are tabulated in
Table 1 together with other parameters.

The heating rate, i.e., the rectangular wave height of the dc that
was supplied for the test heat transfer surface, was increased step-
wise. Boiling started at a certain heating rate. By synchronization
with the rectangular waves of heating and nonheating, the bubble
formation and condensation continued iteratively, as shown in Fig.
2. The heating rate was further increased stepwise until the speci-
fied value was reached. The flow state was then recorded on the
video recorder. Blue or red ink was mixed instantaneously into the
left �inlet� tank, and the time interval between the ink mixing and
ink flowing out to the right �outlet� tank was then measured. The
average flow velocity in the microflow channel during that period
was determined from this time interval and the channel length.

The dc and the voltage that was supplied for the test heating
surface were stored in a digital recorder. The dc and the voltage

for fluid temperature measurement in the flow path and thermo-
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ouple outputs were measured with a digital multimeter. The in-
truments, including the CCD and the high-speed video camera,
ere conventional and reliable. The uncertainties were thus small.

xperimental Results
Excess heating resulted in burnout of the test heating surface.

hus, the test condition was limited by the burnout.
When bubbling occurred and ink was mixed in the right reser-

oir, the ink never flowed out to the left reservoir. Only when ink
as mixed in the left reservoir did the ink flow into the other

right� reservoir. The flow direction in the present experiments
as always from left to right, as shown in Fig. 2.
The flowout of the ink to the other �right� reservoir was also

onfirmed not to be the result of diffusion. When the heating patch
as not heated and the state in the flow channel and both reser-
oirs was stagnant, ink was mixed in the left reservoir. The ink
ever flowed out to the right reservoir, even after 1 h.

The photograph in Fig. 3 depicts the state in which blue ink that
as mixed in the left �inlet� tank has just started to flow into the

ight �outlet� tank.
The average flow velocities measured in the present experi-
ents are plotted with respect to the heat flux in Fig. 4. The test

onditions in the figure are heating at 5 Hz �0.1 s heating fol-
owed by 0.1 s nonheating� and a water bath temperature of 30°C.
he double circle symbols indicate the standard cases of a channel

ength of 26 mm and a heating patch offset of 4.0 mm. The solid
ircle symbols indicate an offset of 8.0 mm. The open circle sym-
ols indicate a channel length of 50 mm. Although the data plots
re scattered slightly, the flow velocity increases with the increase

Fig. 2 Test procedure

Table 1 Experimental conditions

xperimental parameter Condition

eat flux 1.1–3.5 MW /m2

onheating period 0.1–0.5 s
eating frequency 1.67–5 Hz
eating period 0.1–0.35 s
eating surface offset 4 mm, 8 mm
hannel length 26 mm, 50 mm
ournal of Heat Transfer
in the heat flux during the heating period. The flow velocities of
the 4.0 mm offset cases are larger than those of the 8.0 mm offset
cases. The velocity depends upon the heating-spot offset length,
which implies that the offset length appears to have an optimum
value. The offset ratios of the offset length to the flow path length
are the same for the 26 mm channel length/ 8 mm offset case and
the 50 mm channel length/15.4 mm offset case. The differences in
flow velocities for these cases are slight. The flow velocity does
not appear to be affected by the flow path length. A decrease in the
heating cycle resulted in a decrease in the flow velocity, although
this is not indicted in the figure.

A bubble grew during the heating period, and when the non-
heating period was initiated, the bubble began to shrink and even-
tually disappeared due to condensation. The relationship between
the heat flux and the maximum bubble length is shown in Fig. 5.
The test conditions for the case in the figure were the same as
those in Fig. 4. The maximum bubble length that is presented in
the figure is the average value of ten successive bubbles. The
maximum bubble length appears to become longer with an in-

Fig. 3 Flowout from the microchannel

Fig. 4 Relationship between average flow velocity and heat
flux

Fig. 5 Relationship between maximum bubble length and heat

flux

FEBRUARY 2008, Vol. 130 / 022403-3
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rease in the heat flux. When the heat flux is lower than
2 MW /m2, the differences in the bubble length are slight

mong the three cases of 26 mm channel length/4.0 mm offset,
6 mm channel length/8.0 mm offset, and 50 mm channel length/
5.4 mm offset. However, in the high heat flux region, the bubble
ength is the longest for the 26 mm channel length/4.0 mm offset
ase, followed by the 26 mm channel length/8.0 mm offset case,
nd the 50 mm channel length/15.4 mm offset case in that order.
s shown in Fig. 4, the flow velocity depends on the channel

ength/offset quantity condition. Thus, the fluid temperature in the
ow path might depend on the flow rate and differ among three
ases. However, the differences in the measured temperature of
uid in the flow path were slight among the three cases, a few °C
t the most, and were close to the water bath temperature of 30°C.
he magnitude of this temperature difference cannot explain the
ubble length difference, and the reason for this difference re-
ains unclear.
The relationship between the bubble length and the average

ow velocity is shown in Fig. 6. The test conditions are the same
s those in Figs. 4 and 5. Although the data plots are scattered
lightly, a general trend is observed in that the flow velocity be-
omes fast as the bubble length becomes long. A group of the
0 mm channel length/15.4 mm offset case plots deviates slightly
rom the other data plots, as will be described later herein.

Figure 7 shows the relationship between the heat flux and the
hift length �displacement� from the center of the heating spot to
he final bubble disappearance point. The final bubble disappear-
nce point was always in the right side �outlet side� from the
eating surface. The test conditions are the same as those in Figs.
and 5. Although the data plots of the 50 mm channel length/

5.4 mm offset case show a somewhat unusual trend, the shift

ig. 6 Relationship between average flow velocity and bubble
ength

ig. 7 Relationship between bubble disappearing point dis-

lacement and heat flux
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length clearly increases with an increase in the heat flux. The
displacements in the 26 mm channel length/4 mm offset case are
larger than those in the other cases.

The average flow velocities are plotted with respect to the dis-
placements in Fig. 8. The test conditions are the same as those in
Figs. 4–6. The flow velocity increases with an increase in the heat
flux. All of the data plots appear to remain in a band relating the
displacement and the average flow velocity, irrespective of the test
conditions. When the results of the 50 mm channel length/
15.4 mm offset case are plotted in Fig. 8, the unusual trend ob-
served in Fig. 6 seems to disappear.

Figures 4–8 indicate that as the heating rate is increased, the
bubble length becomes longer, the displacement becomes larger,
and the flow velocity becomes faster.

From this shift length �displacement�, the water volume that is
carried toward the right during one heating-condensing cycle can
be calculated. The time-averaged volume flow rate can be ob-
tained from this volume. In Fig. 9, the calculated volume flow
rates are compared with the volume flow rates that were derived
from the average velocities measured by mixing ink in the left
reservoir. Since the data of all test conditions are presented in the
figure, only test parameter ranges are presented, so as to avoid
complexity. The agreement between these data is good.

The velocities of the bubble interface are presented in Fig. 10.
The test conditions of the case were as follows: 26 mm channel
length/4 mm offset, heat flux 2.12 MW /m2, and heating fre-
quency 5 Hz �0.1 s heating and 0.1 s nonheating�. The bubble
interface position was derived from pictures that were captured
using a high-speed video camera at a frame rate of 500 frames /s.
The interface velocity was calculated from the interface traveling
distance between frames and the time interval �0.002 s� between
the frames. Thus, the plots in Fig. 10 are at intervals of 0.002 s. In

Fig. 8 Relationship between average flow velocity and bubble
disappearing point displacement
Fig. 9 Flow rate in the microchannel

Transactions of the ASME



t
t
p
t
fi

s
r
t
t
d
t

t
t
s
p
o
s
b
t

fl
1
c
2
0

A

f
e
s
p
fl
t

i
o
fl
o
l
t
r
T
i
a
w
t

J

he evaporation mode, time=0 indicates the frame time just before
he frame that the bubble interface was captured first. The final
lots correspond to the cessation of expansion. In the condensa-
ion mode, time=0 indicates the initiation of condensation. The
nal plots correspond to the disappearance of the bubble.
In Fig. 10, the evaporating period and the condensing period are

horter than durations of the heating and the nonheating of 0.1 s,
espectively. In order to initiate boiling, a certain amount of dead
ime is required in order to heat up the fluid to superheat tempera-
ure. Thus, the evaporating period became shorter than the heating
uration. In the condensing period, the condensation was so quick
hat the bubble disappeared before the nonheating period ceased.

First, we note that the condensing period is considerably shorter
han the evaporating period in Fig. 10. During the boiling period,
he velocity of the inlet side is slightly faster than that of the outlet
ide, and the difference is not so large. During the condensing
eriod, the velocity of the inlet side is much faster than that of the
utlet side. Another item of note is that the velocity of the inlet
ide during the condensing period is faster than that during the
oiling period. The difference of the outlet side velocities between
he boiling period and the condensing period is small.

The maximum time-averaged flow velocity and the maximum
ow rate that were obtained in the present experiments were
0.4 mm /s and 2.16 mm3 /s, respectively, under the following
onditions: 26 mm channel length/4 mm offset, heat flux
.52 MW /m2, and heating frequency 5 Hz �0.1 s heating and
.1 s nonheating�.

nalysis
Experimental observation proves that the velocity of an inter-

ace during a condensing period is faster than that during an
vaporating period. It is also shown that the velocity of the inlet
ide is faster than that of the outlet side during the condensing
eriod. It appears that the longer the bubble grows, the faster the
ow velocity is. These relationships are thought to be related to

he flow formation in the test microchannel.
The boiling speed is not so fast that the bubble interfaces of the

nlet and outlet sides are able to move toward the inlet and the
utlet sides, respectively, depending on the flow resistance on the
ow path wall. The condensing speed is so fast that the movement
f the water plug in the flow path may be affected by inertia. The
ower mass inertia in the inlet side may result in faster movement
han that of the outlet side. The horizontal cross section of the
eservoir at both ends of the test flow channel is 25�45 mm2.
he water level height in the reservoir was approximately 40 mm

n the experiments. Thus, the fluid volume in the reservoir was
pproximately 45,000 mm3. This volume is so large compared
ith the flow rate in the test flow channel �2.16 mm3 /s at most�

Fig. 10 Bubble interface velocity
hat the movement of fluid in the reservoir can be neglected.

ournal of Heat Transfer
When the motion of the fluid in the flow channel is examined, it is
sufficient to consider only the inertia in the flow channel. As dis-
cussed in Fig. 5, the bubble expands more to the left side than to
the right side. This situation is depicted in Fig. 2. Therefore, the
water plug inertia in the left side of the flow path may be said to
be smaller than that in the right side.

Analytical Model. The flow states in the test microchannel
during the boiling and condensation period of a bubble are illus-
trated in Fig. 11. The water mass that is vaporized at the heat
transfer patch during the heating period of 1 cycle of evaporation
and the condensation is negligible compared with the total mass in
the flow channel. Thus, the equation of motion of liquid in the test
flow channel is expressed following Newton’s law for the inlet
and the outlet sides, as follows:

d�Mlu�
dt

= �w�Dhy���
0

t

udt + x0� + 	pout − pb + �
�u2

2

A

+ �Dhy� cos 	 �1�

where x0 is the initial position, 
 for the inlet side, � for the
outlet side, Dhy is the hydraulic diameter, L is the length of the
flow channel, Ml is the liquid mass, pb is the pressure in the
bubble, pout is the pressure in the reservoirs, u is the velocity of
the interface between the bubble and the liquid �i.e., the velocity
of the liquid in the flow channel�, t is the duration time from the
initiation of movement, and x is the distance from the left end of
the flow channel. The symbol � is the density, � is the form loss
coefficient at the end of the flow channel, � is the surface tension,
�w is the wall shear stress, and 	 is the contact angle. Subscripts 1
and 2 indicate the inlet and the outlet sides, respectively, in
Fig. 11.

In Eq. �1�, the left-hand side expresses the inertia term. The first
term on the right-hand side is the wall friction term, the second
term is the pressure term, and the third term is the surface tension
term between the water plug and the bubble. Here, it is assumed
that the wall at the bubble is dry. As shown in Fig. 10, the move-
ment of the interface was intermittent. This may be realized as
follows. In the evaporation mode, when the contact angle at the
wall between the water plug and the bubble decreased to below
the receding contact angle, the interface is caused to move. The
pressure in the bubble is then released, and the contact angle
becomes larger than the receding contact angle. The movement of
the interface becomes slow or stops, and the pressure in the

Fig. 11 Analytical model
bubble is again elevated. The contact angle then decreases below

FEBRUARY 2008, Vol. 130 / 022403-5
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he receding contact angle, and the same cycle is iterated. The
rocess in the condensing period is similar to that in the evapo-
ating period. If the wall at the bubble is wet, i.e., the bubble is
overed with a thin liquid film, the interface movement might be
moother.

When the interface position from the left end of the flow path is
, the interface velocity of the inlet side is

u1 =
dx1

dt
�2�

nd the interface velocity of the outlet side is

u2 =
dx2

dt
�3�

here subscripts 1 and 2 indicate the inlet and the outlet sides,
espectively.

The mass of the water plug in the inlet side is expressed as

Ml1 =
�

4
Dhy

2 x1 �4�

nd the mass of the water plug in the outlet side is given as

Ml2 =
�

4
Dhy

2 �L − x2� �5�

Although it is not certain that the relationship between the fric-
ional loss coefficient � and the flow velocity for a conventional
ize pipe can be applied to a microsize pipe, such as the test flow
hannel in the present experiment, it has been suggested by
htaki et al. �8� that the relation for the conventional size can be

pplicable down to a diameter of 0.12 mm. In the present experi-
ental range, the Reynolds number for the average velocity in the

est flow path was in the range of from 1 to 12. Thus, the wall
hear stress was estimated using the conventional relation of the
ipe friction factor for a laminar flow

� = 64/Re �6�
here Re is the Reynolds number.
Ohtaki et al. �8� also reported results for the form loss coeffi-

ients of contraction and expansion. It has been suggested that the
orm loss coefficients depend upon the Reynolds number. How-
ver, no decisive results have been reported. Thus, the traditional
alues were used in the present analyses:

� = 0.5 for inflow into the test flow channel �contraction�
�7�

� = 1.0 for outflow from the test flow channel �expansion�
�8�

For the contact angle 	, the receding contact angle  and the
dvancing contact angle � of water �9�

 = 30° �9�

� = 120° �10�

ere used for the boiling and the condensation period, respec-
ively, in the calculation.

The pressure pb in the bubble was calculated using the equation
f state:

pbVb = MbRT �11�

here Mb is the vapor mass in the bubble, R is the gas constant of
apor, T is the temperature, and Vb is the volume of the bubble.
In the evaporation mode, the mass in the bubble can be ex-
ressed as

22403-6 / Vol. 130, FEBRUARY 2008
Mb =
qeSt

hfg + cl�T
�12�

where cl is the specific heat of water, hfg is the latent heat of
water, qe is the surface heat flux of the heating patch, S is the
surface area of the heating patch, and t is the duration time from
the initiation of boiling. The subcooling of water in the flow path
is �T. In Eq. �12�, for simplicity, the dead time required to super-
heat water before the initiation of boiling is neglected. The sub-
cooling was assumed to be constant at 70°C. As mentioned in
Fig. 4, the temperature of water in the flow path was approxi-
mately 30°C during the experiment.

The volume V of the bubble is related to the interface move-
ment to the left side and to the right side as

Vb = ��
0

t

u2dt −�
0

t

u1dt�A �13�

Thus, combining Eqs. �11�–�13�, the pressure in the bubble dur-
ing the boiling period is expressed as follows:

pb =
qeStRT

�hfg + cl�T���
0

t

u2dt −�
0

t

u1dt�A

�14�

Similarly, in the condensation mode, the mass in the bubble is

Mb = Mb0 −

2qcbAt +�
0

t

�Dhyqcw�x2 − x1�dt

hfg
�15�

where Mb0 is the bubble mass at the initiation of condensation, qcb
is the condensation heat flux at the interface between the water
plug and the bubble, qcw is the condensation heat flux at the flow
channel wall, and t is the duration time from the initiation of the
condensation. It is difficult to determine the condensation heat
fluxes qcb and qcw. Thus, in order to avoid complexity, Eq. �15� is
simplified to

Mb = Mb0 −
qcrSt

hfg
�16�

In Eq. �16�, qcr is the equivalent condensation heat flux that is
converted based on the heating patch surface area.

The volume V of the bubble is expressed as follows:

Vb = V0 − ��
0

t

u2dt −�
0

t

u1dt�A �17�

where V0 is the bubble volume at the initiation of condensation.
Finally, the pressure in the bubble during the condensing period

is expressed using Eqs. �11�, �15�, and �17�, as follows:

pb = �Mb0 −
qcrSt

hfg
�� RT

V0 − ��
0

t

u1dt −�
0

t

u2dt�A� �18�

By solving Eq. �1� with Eqs. �2�–�10� and �14� for the inlet side
and the outlet side simultaneously, the bubble interface velocities
u1 and u2 and the positions x1 and x2, at the inlet and the outlet
sides during the evaporating period can be calculated. In addition,
by solving Eq. �1� with Eqs. �2�–�10� and �18�, for the inlet side
and for the outlet side simultaneously, the bubble interface veloci-
ties u1 and u2 and the positions x1 and x2 at the inlet and outlet
sides during the condensing period can be calculated.

In the calculation, bubble formation was initiated at t=0 and at
the center of the heating patch. The evaporation duration time was
adopted from the experimental result. After the calculation for the
evaporation was completed, the calculation for the condensation

was performed. The initial positions of the bubble interface in the
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nlet and outlet sides for the condensation process were the final
ositions of the bubble in the evaporation process calculation. The
unge–Kutta–Gill method was used to solve Eq. �1� numerically.

Comparison of Predicted and Experimental Results. In solv-
ng Eq. �1�, consideration of heat loss is critical. Heat loss is not
ncluded in Eq. �1�. The test flow channel was immersed in a
ater bath of temperature 30°C in the experiments. The measured

emperature of fluid in the flow path was approximately 30°C in
ll experiments. This indicated that there was considerable heat
oss to the water bath. The proposed system includes the evapo-
ation and condensation process. The condensation is caused by
eat removal. The heat removal is caused by heat loss. The heat
oss is considered to be necessary in the proposed pumping
ystem.

In order to determine the net heat input during the evaporating
eriod and net condensation heat flux during the condensing pe-
iod, Eq. �1� was solved parametrically by changing qe in Eq. �14�
nd qcr in Eq. �18�. The conditions under which the calculations
ere performed are as follows: channel length, 26 mm; heating
atch offset, 4.0 mm; heating frequency, 5 Hz �0.1 s of heating
ollowed by 0.1 s of nonheating�; and water bath temperature,
0°C. The nominal heat flux during the evaporating period was
.10 MW /m2. When the measured net bubble growing time was
iven and the heat flux during the evaporating period was set at
.253 MW /m2, the calculated bubble length was very close to the
easured length. Then, for the calculation of the following con-

ensing period, when the calculated bubble length �equal to the
easured maximum bubble length� was given at the condensation

nitiation and the equivalent condensation heat flux that was re-
uced based on the heating patch area was set at 0.332 MW /m2,
he measured net bubble shrinking time was very similar to the

easured time. The net heat input during the evaporation and the
et heat removal during the condensation in the calculations were
.00285 J and 0.00257 J, respectively. These values were quite
imilar.

The calculated interface velocities are presented in Fig. 12. In
he figure, the measured average velocities are also included for
omparison. In the evaporating period, time=0 is the calculation
tarting time and the bubble appearance time in the experiment.
he end of the evaporating period is the ceasing of the calculation
nd the end of the bubble growth in the experiment. In the con-
ensing period, time=0 is the initiation of bubble shrinking. The
nd of the condensation is the bubble disappearance in both the
alculation and the experiment.

In Fig. 12, all velocities are expressed as positive values. The

Fig. 12 Predicted interface velocity
redicted velocities are oscillatory. The measured velocities were

ournal of Heat Transfer
also oscillatory, as shown in Fig. 10. From these predicted results,
the average velocities during the evaporation and the condensing
period can be obtained.

These average velocities are compared with the measured re-
sults in Fig. 13. The predicted average velocities agree well with
the measured average velocities. During the evaporating period,
the interface velocity at the inlet side is slightly faster than that at
the outlet side in both the calculation and the experiments. During
the condensing period, the interface velocity at the inlet side is
considerably faster than that at the outlet side in both the calcula-
tion and the experiments. The interface velocity difference during
the condensing period is mainly attributed to the inertia difference
between the inlet �shorter� side and the outlet �longer� side. The
analysis proves that the interface velocity difference between the
inlet side and the outlet side during the condensing period created
a pump effect.

In the calculation, a single value was given for the contact
angle; the receding contact angle of 30 deg during the boiling
period and the advancing contact angle of 120 deg during the
condensing period. In reality, during the boiling period, for ex-
ample, when the pressure in the bubble increased and the contact
angle reached the receding contact angle, bubble-liquid interface
movement was initiated. Once the interface moved, the excess
pressure was relieved and the contact angle recovered to become
larger than the receding contact angle. Thus, the interface ceased
to move. Then, the pressure in the bubble recovered again and the
above-described process was iterated, as shown in Fig. 10. If this
contact angle variation is allowed in the calculation, more realistic
results may be obtained. Further examination is required.

The final consideration is the pump efficiency. When it is as-
sumed that the fluid flows at the measured average velocity and
the flow path is filled with water during the entire time, the work
done by the fluid is calculated as the sum of the work of the wall
friction, the inlet and outlet form loss, and the surface tension. The
pump efficiency was calculated as the ratio of the fluid work to the
net heat input to the flow channel. The value was on the order of
10−5, which is quite low. Most of the heat that was supplied to the
heating surface dissipated into the surroundings, i.e., the water
bath. This might be the reason why the pump efficiency was quite

Fig. 13 Comparison of predicted and measured interface
velocities
low.
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onclusions
By making use of boiling and condensation in a microchannel,
micropump was developed. The length and the hydraulic diam-

ter of the semi-half-circle cross-section microchannel were
6 mm and 0.465 mm, respectively. The flow channel was filled
ith distilled water. A channel wall was heated locally over a

ength of 0.5 mm at a distance of 8.5 mm from one end and a
istance of 17 mm from the other end. Heating was periodic. The
ollowing conclusions were obtained:

�1� As the heating rate was increased, one large bubble was
formed synchronously with the heating of the patch. The
bubble then condensed and disappeared during the next
nonheating period. While this bubble formation and con-
densation were continued periodically, the flow from the
short side �8.5 mm side� to the long side was maintained.
The flow rate increased as the heating rate was increased.
The maximum average flow velocity and the maximum
flow rate that was obtained in the present experiments were
10.4 mm /s and 2.16 mm3 /s, respectively.

�2� The velocity of the interface between the bubble and the
liquid during the condensing period was much faster than
that during the boiling period. During the condensing pe-
riod, the velocity of the interface at the short side �8.5 mm
side� was faster than that at the long side �17 mm side�. The
flow occurrence in the flow channel was attributed to these
velocity differences.

�3� The equation of motion of the liquid in the flow channel
was solved to calculate the travel of liquid in the flow chan-
nel. The predicted liquid velocities of the short side and the
long side during the boiling and the condensing period
agreed well with the experimental results. The velocity dif-
ference between the short side and the long side, and also
between the boiling period and the condensing period, were
expressed well by the calculation. The pumping mechanism
could be explained in the following manner. The liquid in
the inlet side �short side� moves faster than that in the outlet
side �long side� during the condensing period because the
inertia in the short side is lower than that in the long side.
Since the condensation was much faster than the boiling,
this effect was more prominent during the condensing pe-
riod. This faster movement of the short side liquid, com-
pared to long side liquid, resulted in the formation of a net
flow from the short side to the long side.
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omenclature
A � cross-sectional area of microchannel �m2�
c � specific heat �J/kg K�

Dhy � hydraulic diameter �m�
hfg � latent heat �J/kg K�

L � length of microchannel �m�

M � mass �kg�

22403-8 / Vol. 130, FEBRUARY 2008
p � pressure �Pa�
R � gas constant �J/kg K�

Re � Reynolds number=uDhy /�
q � heat flux �W /m2�
S � heating patch surface area �m2�
T � temperature �K�
t � time �s�
u � velocity of the interface of bubble �m/s�
V � volume �m3�
x � axial position in the flow channel �m�

Greek Symbols
�T � liquid subcooling �K�

� � form loss coefficient
	 � contact angle �deg�
� � pipe friction factor
� � kinematic viscosity �m2 /s�
� � density of liquid �kg /m3�
� � surface tension �N/m�

�w � wall shear stress �Pa�
� � advancing contact angle �deg�
 � receding contact angle �deg�

Subscripts
0 � initial state
1 � inlet side of microchannel
2 � outlet side of microchannel
b � bubble
c � condensation
e � evaporation
l � liquid

out � reservoir
r � reduced value to heating patch surface area

w � wall
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Effective Thermal Diffusivity of
Porous Media in the Wall Vicinity
Transient heat transfer from an impulsively heated vertical constant heat flux plate em-
bedded in a stationary saturated porous medium is studied experimentally and analyti-
cally to determine near-wall thermal diffusivity. The effective diffusivity is shown to
depend on the properties of the constituent materials and the near-wall particle morphol-
ogy. For porous media comprising randomly stacked spheres, the near-wall region is
characterized by fewer particle contacts with the wall than in the bulk medium, and this
difference is the source of larger thermal diffusivity in the context of volume-averaged
values, which apply to the bulk property far from the wall. For combinations of different
spherical solids and interstitial fluids, which give a range of fluid:solid conductivity ratio
from 0.5 to 2400, early-time transient temperature profiles can be predicted using the
thermal conductivity of the interstitial fluid. A conjugate heat transfer analysis accurately
predicts the time the conductive front takes to travel through the impermeable wall and
quantifies the effect of conduction along the wall on the local and overall Nusselt num-
bers. The present results raise the possibility of reinterpretation of much of the porous
media heat transfer experiments in the literature. �DOI: 10.1115/1.2787022�

Keywords: thermal diffusivity, porous medium, natural convection
ntroduction
Thermal conductivity defined by Fourier’s law is sometimes

xpanded to include convective effects. In such cases, the effective
hermal conductivity is used as a predictor of the combined effects
f conduction and convection without regard to the extent of each
ode of heat transfer. While this approach is convenient, the ar-

ificial property is so specific to the set of conditions under which
value is obtained that it is only valid for, say, a narrow range of

emperature and a given geometry of either the heat transfer do-
ain or surface.
It was perhaps after Fourier and Biot that conductive and con-

ective heat transfers recognized as separate modes of heat trans-
er �1�. When Newton developed his law of cooling, he probably
id not realize that conduction within a solid body has an impact
n the overall heat transfer. It took Fourier a letter from Biot to
istinguish between the two modes and to begin to approach con-
uction as a boundary-value problem for which he became fa-
ous �2�. The inclusion of convective effects in the effective ther-
al conductivity is the usual practice in heat transfer in a

aturated porous medium despite the critical role that the relative
agnitudes of the two modes have on the overall heat transfer

ate. The two modes of heat transfer influence each other at the
ost fundamental level by imposing temperature fields in the

olid and fluid phases and by a complex interaction between them.
There have been a number of studies of effective conductivity

f porous media when convective effects are either absent or
inimal �3,4�. The term effective is used in the present study to
ean only values obtained under these conditions so as to exclude

he effects of convection. The term stagnant thermal conductivity
s also used in this sense. Figure 1 summarizes some of the known
xperimental results for the effective thermal conductivity of satu-
ated porous media comprising packed spherical particles with a
aturating interstitial fluid �5–12�. These data have been obtained
nder stable temperature gradients, e.g., heating from above, to
ither prevent or minimize buoyant convection. This method, aim-
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ing to obtain bulk effective conductivity, raises two issues arising
from the nonuniformity in composition near the heating surface.
Because particles are aligned against the wall, the void fraction is
locally very large, which makes the thermal conductivity very
different from its bulk value. This difference is important near the
heated surface, e.g., an embedded vertical wall, where local ther-
mophysical properties play a dominant role in energy transport.
Also, not all particles closest to the surface are strictly in contact
with it, and thus the morphology of the particle matrix can con-
tribute as well. This effect can be pronounced when the conduc-
tivity and thermal diffusivity of the two phases are very different.

The present study demonstrates a new method to measure the
effective thermal diffusivity of a porous medium in the vicinity of
a heated surface. The effective diffusivity is based on the effective
conductivity and volumetric heat capacity in the wall region. The
value obtained via this approach is more suitable when examining
energy transport that occurs predominantly in the near-wall re-
gion, e.g., in free convection on a heated vertical surface. Further,
the thermal diffusivity for this region should be used in determin-
ing a Rayleigh number rather than the bulk value that is represen-
tative of a location more than several particle diameters away
from the wall.

Analysis
Consider a heated vertical surface initially in an isothermal

saturated porous medium. With a constant heat flux at the wall,
one-dimensional transient heating of a semi-infinite domain �y
�0, t�0� describes heat transfer. The governing equation is

�Tm

�t
= �w

�2Tm

�y2 �1�

where �w is the thermal diffusivity in the near-wall region
��C�m /km. While diffusivity is not strictly constant in the near-
wall region, a single representative value is of interest so that it
can be used to analyze conduction, steady state convection, and
the effects of the near-wall property variation, e.g., in the case of
strongly temperature dependent thermophysical properties. Fur-
ther, a finite thickness of the wall, which is necessary in experi-
ments, presents a conjugate transient conduction problem for both
constant wall heat flux and constant wall temperature boundary

conditions. The heat transfer rate depends on the diffusivity of the
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all as well, but the problem remains one dimensional.
The analytical solution to Eq. �1� is

Tm�y,t� − Ti =
2qw� ��mt/��1/2

km
exp� − y2

4�mt
� −

qw�y

km
erfc� y

2��mt
�
�2�

nd the wall temperature is

Tw�t� − Ti = 2qw�� t

���c�mkm
	1/2

�3�

The application of this solution to the present case raises two
ifficulties. First, a heater producing the heat flux requires an im-
ermeable wall with a finite thickness to provide a physical
oundary for the medium. Second, the heat transfer rate to the
edium does not equal the power input to the heater, and it is not

onstant during the initial conduction regime �t=0+�. However,
his problem can be readily solved numerically, and this is how
ear-wall diffusivities are deduced in the present study.

Finite difference simulations are run first using only fluid prop-
rties, i.e., no porous matrix present, and the resulting temperature
rofile at the wall is compared to that obtained from experiment as
validation of the simulation. Then, experiments are conducted
ith the porous medium present. The corresponding simulation
hose sole unknown now is the diffusivity of the porous medium

s run iteratively to match the temperature profile obtained in ex-
eriments while changing the diffusivity values. Figure 2 shows
he computational domain of the problem and the boundary con-
itions. The brass plate that serves as the solid boundary in the
xperiments has a prescribed heat flux, qw� , on one side and an
nterface with the saturating fluid on the other. The porous me-
ium is designed to model a semi-infinite domain by making the
omain deep enough �at least ten times the plate thickness� and
he far-end boundary adiabatic. The adiabatic condition allows the
emperature to rise if the temperature front reaches the boundary,
n which case the domain is extended and the calculation is re-
eated. Based on data availability, thermophysical properties are
valuated at 300 K for water �the fluid phase in the experiments�
nd 293 K for brass and are assumed constant. The finite differ-

Fig. 1 Summary of experimental inve
tivity of porous media consisting of v
nce method used for the simulation employs a forward in time,
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space centered scheme, and has accuracies of first order in time
and second order in space. Forty-one grid points are allocated
within the 3.2 mm wall, and this mesh size is used for both the
fluid and the porous medium cases for computational consistency.
Time steps of 25 �s and 50 �s are used for water and air, respec-
tively, to keep the simulation stable. The numerical results are
discussed with the experimental results below.

Apparatus
The apparatus is designed for steady state experiments whose

results have been reported earlier �13,14�. Figure 3 shows the
apparatus comprising a thick, nearly adiabatic plastic cylinder
�350�200 mm2 inside diameter �i.d.�� with the constant heat flux
plate mounted inside near the centerline at the bottom. The heated
plate is a symmetric laminate �230 mm high�175 mm wide�
with alloy 260 brass surface plates, each 3.2 mm thick, and two
identical thin foil heaters on the center plane. These heaters have

gations for stagnant thermal conduc-
us bead materials and fluids †5–12‡

Fig. 2 Computational domain for one-dimensional conjugate
conduction analysis „not drawn to scale…. Similar domains are
used to simulate for porous media with appropriate properties
sti
ario
and domain size.
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eating elements 3.2 mm wide etched in a serpentine fashion with
3.2 mm gap between adjacent elements. The thermal conductiv-

ty and diffusivity of the plate material are 111 W /m K and
.41�104 m2 /s at 293 K �15�. The overall thickness of a heater is
pproximately 0.32 mm, approximately a tenth of the plate thick-
ess, and its heat capacity therefore is negligibly small �13�. The
rass plate to which the heater is glued has a thickness that is the
ame as the width of the heating element to produce a nearly
niform heat flux to the porous medium while minimizing longi-
udinal conduction. The plates and foil heaters are fully bonded,
nd the assembly is sealed on its edges.

The location of the heated plate at the center cross section of
he cylinder produces minimal effects on the two dimensionality
f the boundary layer as it develops along the plate surface. With
ure water as the working fluid, the boundary layer thickness is
stimated to be �1 mm at steady state, and there is enough room
n the cylinder for a boundary layer thickness larger by an order of

agnitude in the saturated porous medium.
Wall temperatures are measured along the centerline of the

late at nine equidistant locations beginning near the leading edge,
hich is located 50 mm above the bottom of the cylinder. Wall

hermocouples are plotted with high thermal conductivity cement
n 1.6 mm diameter holes drilled to within 100 �m of the surface
f the plate. The number of thermocouple locations is chosen to
ptimize spatial resolution, address machining requirements, and
llow for accurate tracking of the time variation of wall tempera-
ure, which is limited by a data rate of 55 s−1. For the transient
xperiments of the present study, one dimensionality is assumed
o hold until the temperature measurements diverge at the several
ocations by 0.1 K. Thermocouples throughout the apparatus are
6 AWG type E with sensitivity of 80 �V /K. The calibration
tandard is a mercury in-glass thermometer with a resolution of
0.1 K and with a NIST-traceable calibration supplied by the
anufacturer. To obtain the best possible precision in the present

tudy, calibration curves are developed and used for each of the
hermocouples between 298 K and 328 K �13�.

Randomly stacked spheres of glass, steel, and polyethylene
omprise the several porous matrices in the present study. Table 1
hows the relatively uniform distributions of bead diameters, and
able 2 summarizes key thermophysical properties. Water and air
re used for the interstitial fluid, and the combination of these
uids and solids produces saturated porous media with 	=1 �glass
ater�, 25 �glass air�, 100 �steel water�, and 2400 �steel air�.

ig. 3 Experimental apparatus with heated plate assembly: „a…
ide view and „b… top view
The bulk porosity is determined by measuring the volume of

ournal of Heat Transfer
water that can be contained in the fully packed cylinder, and some
uncertainty is expected owing to effects of the impermeable sur-
face. Along the container wall, the vertical plate and its support
structure create a surface along which the spheres are aligned with
local values of porosity approaching 1.0. Generally, the high-
porosity region near a solid surface in a situation like this extends
more than a few particle diameters away from the surface �19�.
Calculation shows that local porosity can be as low as 0.09 at
one-half a bead diameter from the wall, which is much lower than
the bulk value of 0.36–0.40 observed in the present study. Local
porosity is calculated based on the area occupied by spherical
beads at a given distance away from the wall and the area made
by the centers of neighboring spheres. The neighboring spheres
are assumed to arrange themselves in either a triangular fashion or
a square fashion in which four spheres are involved �Fig. 4�.
These arrangements, respectively, give a near-wall porosity varia-
tion up to one-half diameter, i.e., y=R, of,


tri = 1 −
�

2�3
�2 −

y

R
� y

R
�4�


sq�y� = 1 −
�

2
�1 −

y

2R
� y

R
�5�

Table 1 Solid phase materials and statistical variation in diam-
eter of spherical particles

Material
�bulk
�

Avg. diameter
�mm�

Std. dev.
�mm� N

Steel 6.00 0.00 10
�0.4� 14.00 0.00 10

Glass 1.47 0.11 14
�0.38� 6.01 0.06 10

Polyethylene 25.4 0 10
�0.40�

Table 2 Thermophysical properties of materials for the porous
medium

Material
�source�

Thermophysical
property

Chrome steel �1.34% Cr�
AISI 52100

�15�

�=7865 kg /m3

C=4600 J /kg K
k=61 W /m K
�=1.69�10−5 m2 /s

Soda silicate glass
�16�

�=2500 kg /m3

C=988.2 J /kg K
k=0.64 W /m K
�=2.79�10−7 m2 /s

High density
polyethylene

�12�

�=958 kg /m3

C=2100 J /kg K
k=0.329 W /m K
�=1.57�10−7 m2 /s

Water
�300 K,1 atm�

�17�

�=996.6 kg /m3

C=4180.6 J /kg K
k=0.6103 W /m K
�=1.46�10−7 m2 /s

Air
�293 K,1 atm�

�18�

�=1.164 kg /m3

C=1012 J /kg K
k=0.0251 W /m K
�=2.13�10−5 m2 /s
FEBRUARY 2008, Vol. 130 / 022601-3
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In the present experiments, the spherical particles are often ob-
erved to self-organize themselves against brass plate in triangular
rrangements. While a square arrangement is rarely observed, the
rst-layer beads are, in some locations, recessed into the medium,
reating locally high-porosity regions that extend approximately
ne bead diameter away from the wall. Therefore, the average
ear-wall porosity variation is expected to be greater than the
rofile suggested by the triangular arrangement, and may be close
o that of the square arrangement in some locations �Fig. 5�.

esults
Figure 6 shows typical longitudinal temperature profiles on the

late from the start of heating to essentially steady state. This data
et corresponds to a porous medium comprising six mm diameter
lass beads and water, with a wall heat flux of 5160 W /m2. Note
hat the initial rise in temperature is the same for all locations up
o the time when boundary layer flow is initiated. It follows that
he initial temperature rise will thus yield the effective thermal
iffusivity in the near-wall region. The effective diffusivity for
his region is not only useful for estimating the heat conduction
ate but also is most appropriate when steady convection is of
nterest. In the latter case, the bulk value of diffusivity is quite
ifferent from that near the wall.

ig. 4 First-layer spheres in a triangular arrangement for
odel of local porosity dependence on distance from the wall

s presented in Eq. „4…

ig. 5 Near-wall porosity profile compared with bulk value ob-

ained from experiments

22601-4 / Vol. 130, FEBRUARY 2008
Transient wall temperatures with a water medium �no porous
solid present� show how the present technique is used to measure
near-wall thermal diffusivity. Figures 7�a� and 7�b� compare the
resulting temperature trends at the wall as a function of time from
both experiments and numerical simulations. The simulations us-
ing a thermal diffusivity of 1.46�10−7 m2 /s agree with the ex-
periments. As shown in the figures, the wall thermocouples take a
fraction of a second to respond to the heat input because they are
located on the water side of the brass plate, and the heater is on
the back, 3.2 mm removed. The measured temperatures exhibit
small or negligible difference between longitudinal locations for a
given time, indicating that the fluid remains in the conductive
regime. In the high flux case �Fig. 7�a��, the temperature at the
leading edge deviates from the remaining measurements along the
plate. Heat conduction in the negative x direction near the leading
edge is considered to be the primary cause for this deviation.

Figure 8 shows early-time transient behavior of wall tempera-
tures from both the experiment and the conjugate conduction so-
lution for qw� =184 W /m2 with air as the working fluid and no
porous solid present. The initial temperature rise is approximately
0.014 K /s �
1 K /70 s�, and the simulation agrees very well with
the experiment up to about 500 s after the heater is activated.
After 500 s, effects of convection begin to be significant, with the
plate remaining relatively uniform in temperature.

In the experiments with the water-glass medium, the particles
are soda silicate glass with a thermal conductivity of 0.64 W /m K
�	�1�. Bead diameters of 6.0 mm and 1.5 mm are used to ad-
dress the effect of near-wall porosity variation, and the thermal
diffusivity is 2.79�10−7 m2 /s for the glass, approximately twice
that of water. Figure 9 compares wall temperature trends at x
=2.5 cm, a distance away from the leading edge where longitudi-
nal conduction is negligible, between pure water, 6 mm glass-
water, and 1.5 mm glass-water media at heat fluxes of
5200 W /m2, 5160 W /m2, and 5360 W /m2, respectively. The rate
of temperature increase toward the beginning of heating shows
agreement among all the cases plotted, and the higher thermal
diffusivity of glass beads does not appear to affect the trend.

Figure 10 compares the steel-water cases at a similar heat flux
as the glass-water medium for 6 mm steel-water �5160 W /m2�,
14 mm steel-water �5190 W /m2�, and water alone �5200 W /m2�.
The initial slopes are very similar for the experimental observa-
tions and the conjugate simulation assuming pure conduction. The
6 mm steel-water medium results in a slightly different slope

Fig. 6 Wall temperature profile for a porous medium with
6 mm diameter glass spheres and water with an applied heat
flux of 5160 W/m2
compared to the rest of the trends and is attributed to enhanced

Transactions of the ASME
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ear-wall diffusivity due to the presence of the steel beads. The
hrome steel used in the present study has a value of thermal
iffusivity 
116 times that of water. This case has a higher steady
tate temperature than that in pure water, indicating the combined
ffects of the flow-restricting morphology and the augmented con-
uction layer at the wall due to enhanced diffusivity, confirming
he conventional knowledge that Nusselt number is inversely re-
ated to thermal diffusivity. While not within the scope of the
resent study, the two effects can possibly be separated by com-
aring the 6 mm steel case with the 6 mm glass case because they
ave presumably the same near-wall morphology.

Figure 11 compares results with air as the working fluid, and
he conduction regime appears to be longer than that for water as
he interstitial fluid. One reason for this result is the relatively
ower applied heat flux so as to prevent overheating of the system.
nother lies in the fact that air has a larger thermal diffusivity

han does water, allowing more rapid propagation of the tempera-
ure front away from the plate. Unlike the water cases, the initial
ates of temperature rise are very similar for different several
olid-fluid combinations tested. This similarity shows that the
hermal diffusivity of air dominates the trends in the conduction
egime for the tested near-wall structures and the combinations of

ig. 7 Comparison of experimental and computed tempera-
ure profiles for high „a… and low „b… applied wall heat fluxes
he thermal diffusivities of the constituents. With the transport

ournal of Heat Transfer
properties of air being dominant, the penetration depth for the first
200 s can be estimated by ���t�1/2 as 
46 mm, and this value is
greater than the diameter of the 1 in. polyethylene spheres, which
is the largest bead size tested in the present study. Therefore, the
near-wall thermal diffusivity of the porous medium with intersti-
tial air may be estimated approximately by that of air.

Table 3 summarizes the initial temperature rise for several cases
with water. The cases listed provide a closer examination of the
effects of near-wall morphologies and diffusivity variations. Each
medium, corresponding to a cell in the table, has two values ob-
tained to show its response to different wall fluxes, which may or
may not imply the same near-wall diffusivity because of the speed
of the thermal penetration.

Table 4 lists the diffusivities that result from the simulations
that match the observed derivatives. The values in parentheses are
implied near-wall porosity assuming a parallel arrangement of
constituent materials in the wall vicinity and one dimensionality.
The effective diffusivity can then be expressed as

Fig. 8 Temperature rise for air via measurement and simula-
tion at all thermocouple locations

Fig. 9 Transient temperature for the glass-water porous me-
dium and water only measured at x=0.205 m and computed

values

FEBRUARY 2008, Vol. 130 / 022601-5
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�w = 
w� f + �1 − 
w��s �6�
his “parallel” conduction model is used to estimate near-wall
orosity 
w using the near-wall diffusivity �w obtained from nu-
erical simulation. Determining the validity of this model is out-

ide the scope of the present study, and the effective stagnant
onductivity for the bulk medium is known to deviate from that
iven by it �Fig. 1�. However, this model provides an estimate of
ow much the diffusivity is shifted from that of the fluid as a
esult of particle-wall point contacts in the first-layer spheres.

The results obtained for the glass-water system at high heat flux
re from a single simulation because of the similarity in their
xperimental observations. The implied low near-wall porosity is
ssentially the bulk value, which suggests that the penetration
epth is so large for both cases that the difference in their near-
all morphologies does not play a significant role. However, the
ncertainty in the near-wall porosity is relatively large because of
he similar diffusivities between water and glass. This uncertainty
bscures the diffusivity values obtained for different heat fluxes.

The same medium �glass-water� has different values at the
ower flux of 1300 W /m2. While the medium made of 1.5 mm
iameter glass beads results in a near-wall porosity of 0.67, close

ig. 10 Transient temperature profiles at x=0.025 m for the
lass-water and steel-water porous media and water alone. qw�
5200 W/m2.

ig. 11 Transient temperature profiles at x=0.025 m for the
lass-air and steel-air porous media and air alone. qw�

2
184 W/m .
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to that of the high flux case, the medium with 6 mm diameter
beads gives 
w=0.97, much greater than the bulk value. These
results indicate that the relevant thermal penetration depth is rela-
tively small compared to the spatial extent of the near-wall struc-
ture. The present study has avoided measurements inside the me-
dium, and the temperature profiles remain unknown except along
the wall. However, if the profiles were known, the apparent po-
rosity �dependent on heat transfer� and a representative porosity
based on the penetration depth could be compared.

The steel cases show similar trends of higher porosities with
increasing bead diameter, but the values are greater in general
than those for the glass cases, except for the 6 mm diameter beads
at the low flux. For example, the cases with 14 mm diameter
beads suggest a porosity of nearly 1.0 for both heat fluxes. This
result is most likely caused by the large diameter of the beads, as
well as a small number of point contacts between the beads and
the wall due to the large diameter.

The trends for the 6 mm diameter bead cases appear opposite
depending on the heat flux. The difference between the two media
indicates the effect of the solid phase material and the resulting
penetration speed as a function of heat flux. The glass-water sys-
tem, on average, has a lower porosity than the steel-water system.
This is an interesting result in that, with the high diffusivity of
steel, the thermal penetration depth is expected to be larger with a
steel-water medium. However, the present results suggest that the
penetration depth may be larger for the glass-water system.

Experimental Uncertainty
The uncertainty in determining the time derivative of tempera-

ture comes mainly from the difference between local and global
derivatives. Global derivatives, determined using tmax in Table 3,
are used in both the experiments and the simulations. Local de-
rivatives calculated in simulations are used to ensure similar be-
haviors of these derivatives, thereby similar temperature profiles.
The differences arise from the fact that the temperature profiles
are not perfectly linear, and they are treated as the main source of
the uncertainties in the thermal diffusivity. Table 5 summarizes
total experimental uncertainties in the thermal diffusivities pre-
sented in Table 4 for the glass-water and steel-water combina-
tions. A complete uncertainty analysis is presented by Sakamoto
�13�.

Table 3 Measured values of �T /�t „K/s… and tmax „s… at which
the derivative is estimated

Applied heat flux
�W /m2�

d
�mm�

1.5 6.0 14.0

�T /�t
�K/s�

tmax
�s�

�T /�t
�K/s�

tmax
�s�

�T /�t
�K/s�

tmax
�s�

5200 Glass-Water 0.28 20 0.27 27 — —
1300 �	
1� 0.046 130 0.050 66 — —

5200 Steel-water — — 0.17 35 0.23 25
1300 �	
100� — — 0.013 400 0.038 60

Table 4 Near-wall effective thermal diffusivity, �wÃ107 m2/s,
obtained from simulation

Heat
flux

�W /m2�
d

�mm�

1.5 6.0 14.0

�w�107

�m2 /s� 
w

�w�107

�m2 /s� 
w

�w�107

�m2 /s� 
w

5200 Glass water 2.2�0.5 0.44 2.2�0.3 0.44
1300 ��s /� f 
1.9� 1.9�0.4 0.67 1.5�0.1 0.97

5200 Steel water 7.2�2.6 0.97 2.3�0.8 1
1300 ��s /� f 
120� 20�7 0.89 7.3�2.5 0.97
Transactions of the ASME
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onclusion
The effective thermal diffusivity of a porous medium is shown

o be a function of the properties of constituent materials and
ear-wall morphology. The results also suggest a possible role for
he applied heat flux, which affects the thermal penetration depth
nd thereby the effective diffusivity. Analytical representations of
ear-wall porosity profiles show a large variation �0.1�
�1.0�
ithin one-half a bead diameter from the wall, and the resulting

hermal diffusivities suggest representative near-wall porosities
ithin this variation. Numerical simulation of the one-
imensional conjugate conduction problem reproduces the wall-
o-medium interface temperatures observed in experiments for the
ure fluid cases �water and air�. Iterative simulations deduce the
ffective thermal diffusivity on the basis of matching computed
nd measured wall temperature profiles. The resulting diffusivities
long with representative porosities are reported in Table 4 as
epresentative values for the wall vicinity. Representative porosi-
ies have been calculated using a simple parallel model, Eq. �6�, to
elate the high porosities to the thermophysical property. It should
e recalled that effective bulk conductivity generally does not
ollow the parallel conductance model shown as the upper limit in
ig. 1.
Near-wall thermal diffusivities obtained in the present work

evertheless suggest that values are altered toward that of the
nterstitial fluid. The fact that the spherical beads used in the ex-
eriments are aligned against the impermeable wall to create lo-
ally high-porosity supports this observation. Furthermore, for a
edium made with stacked spheres, this region is accompanied by
reduced number of particle-to-particle contacts and a limited

umber of contacts between the wall and the solid material. Both
eometrical factors will introduce larger near-wall thermal diffu-
ivity in the context of volume-averaged values.

Thermal diffusivities are a key property in convective heat
ransfer. Whether forced or free, the heat transfer coefficient in-
reases with decreasing thermal diffusivity. The higher the ther-
al diffusivity, the thicker the thermal boundary layer and a

maller temperature gradient exists at the wall. This phenomenon
ccurs only in the wall vicinity, and the properties used to char-
cterize it must represent this region. In related research, it has
een shown that the Nusselt number can be correlated with Ray-
eigh number for free convection from a bounding surface in a
orous medium �13,14� but that the data do not collapse to a
ingle line on logarithmic coordinates. This behavior is partly due
o the misrepresentation of the region using the bulk value for
iffusivity. Thus, to correctly characterize boundary layer flow
nd heat transfer, the thermophysical properties, specifically the
hermal conductivity and diffusivity, must be representative of the
egion in which the phenomenon takes place.

omenclature
C � heat capacity, J/kg K
d � particle diameter, m
k � thermal conductivity, W/m K
N � number of trials

able 5 Experimental uncertainty, ��w „m2/s…, in measured
hermal diffusivities

pplied heat flux
�W /m2�

d
�mm� 1.5 6.0 14.0

5200 Glass water �0.5�10−7 �0.3�10−7 —
1300 �	
1� �0.4�10−7 �0.1�10−7 —

5200 Steel water — �2.6�10−7 �0.8�10−7

1300 �	
100� — �7.0�10−7 �2.5�10−7
ournal of Heat Transfer
qw� � wall heat flux, W /m2

R � particle radius, m
T � temperature, K
t � time, s
x � longitudinal location, m
y � transverse location, m

Greek
� � thermal diffusivity, m2 /s
 � experimental uncertainty
	 � ratio of thermal conductivities, ks /kf
� � density, kg /m3


 � porosity

Subscripts
0 � reference
� � far field
e � effective value
f � fluid
i � initial

m � porous medium with stagnant fluid
s � solid

sq � square arrangement, Eq. �5�
tri � triangular arrangement, Eq. �4�
w � wall-medium interface or wall vicinity of

medium
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Thermophysical Properties of
Biporous Heat Pipe Evaporators
Thirty biporous slugs with 3 different cluster diameters and 5 different particle diameters
(15 combinations with 2 repetitions) and 12 monoporous slugs with 6 different particle
diameters were sintered from spherical copper powder, and thermophysical properties
were measured. The neck size ratio for all the particles was approximately 0.4. The
porosity of monoporous samples was found to be independent of particle diameter and
was equal to 0.28, and the porosity of biporous samples was found to be independent of
cluster and particle diameters, and was equal to 0.64. The liquid permeability and maxi-
mum capillary pressure of small pores were found to be a linear function of the particle
diameter. Similarly, vapor permeability was found to be a linear function of the cluster
diameter. The thermal conductivity of monoporous samples was measured to be
142�3 W /m K at 42±2°C, and it was independent of particle diameter. The thermal
conductivity of biporous samples was found to be a function of cluster to particle diam-
eter ratio. �DOI: 10.1115/1.2790020�

Keywords: thermophysical properties of biporous wicks, porosity, liquid permeability,
vapor permeability, capillary pressure, thermal conductivity of biporous wicks
ntroduction
High heat flux heat pipe evaporators require working fluids

ith high latent heat of vaporization and high surface tension and
icks with high thermal conductivity, high liquid permeability,

nd small effective capillary radius. Conventional homogenous
icks �monoporous wicks� with small pores may have a small

haracteristic capillary radius and a high effective thermal con-
uctivity, but have low liquid permeability. At high heat fluxes,
he working fluid in even small pores starts to nucleate, and due to
fine pore structure the formed vapor cannot leave the evaporator

nd vapor pockets start to form and to prevent rewetting of the
vaporator.

Konev et al. �1�, North et al. �2�, Cao et al. �3�, and Semenic
nd Catton �4� used wicks with two characteristic pore sizes �bi-
orous wicks�, which were able to remove much more heat at the
ame superheat than monoporous wicks. The two pore sizes of
iporous wicks yield improved performance through increased
apillary pressure and vapor permeability. North et al. �2� argued
hat enhanced performance of biporous wicks is also due to an
nhanced area available for thin film evaporation.

There are two types of biporous wicks: the first type is made of
lusters of small particles, and the second type is made of large
ough particles with small pores on the surface. Figure 1 shows a
canning electron microscope �SEM� photograph of the first kind
f the biporous wicks used in our study �cluster size of 586 �m
nd powder size of 74 �m or abbreviated 586 /74�.

Several small pores are seen between the copper particles for
iquid transport, and large pores are seen between the clusters for
apor transport. An optimal biporous evaporator is able to reach a
ery high heat flux at low superheat. Such an evaporator would
ave an optimal combination of particle diameter, particle-to-
article bonding area, cluster diameter, evaporator thickness, and
vaporator radius.

Small particles result in small pores between the particles and
arge capillary pressure, but small liquid permeability. There cer-
ainly exist an optimal particle diameter where both capillary pres-
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sure and liquid permeability reach an optimum. The optimal
particle-to-particle bonding area is achieved when pores between
particles are large enough for enhanced liquid transport but small
enough, on the other hand, to form a sintered compact with still
acceptable fragile toughness. Optimal cluster diameter is small
enough to have many cluster-to-cluster contacts for an enhanced
transport of liquid and heat, and is large enough to have high
vapor permeability. Also, large clusters result in increased vapor
formation at the heat pipe wall-wick interface, which is not de-
sired. The optimal evaporator thickness is achieved when both the
mass flow rate of the liquid through the clusters and the vapor
permeability reach an optimum. The evaporator radius is also a
very important parameter because a larger radius will require that
the fluid be pumped further if the center is to remain wet. We can
see that all five parameters are related to each other, making op-
timization of heat transfer in biporous media a very difficult task.

This work relates thermophysical properties of the biporous
wicks to the geometry of the media given with particle and cluster
diameters. Fifteen combinations of three cluster diameters and
five particle diameters were sintered into cylindrical slugs, and six
more cylindrical slugs with different particle diameter ranges were
sintered, and porosity, liquid permeability, capillary pressure, va-
por permeability, and thermal conductivity were measured. For
each combination of particle and cluster diameters were sintered
two slugs having only different packings. Slugs sintered only from
particles are referred to as monoporous slugs and slugs sintered
from clusters as biporous slugs.

The objective of this work is to develop correlations that relate
thermophysical properties of monoporous and biporous media to
particle/cluster diameters. These correlations could, in the future,
be used in optimization models that relate thermophysical proper-
ties of the biporous wicks to critical heat fluxes of biporous heat
pipe evaporators.

Method
The samples tested in this work were made by Advanced Cool-

ing Technologies, Inc. Raw spherical copper powder produced by
high-pressure water atomization was sieved into the fractions:
32–45 �m, 53–63 �m, 63–75 �m, 63–90 �m, 75–90 �m, and
90–106 �m. A particle size analyzer �LS13 330 from Beckman
Coulter� was used to obtain particle size distributions. Figure 2

shows the particle size distributions for six different samples of

FEBRUARY 2008, Vol. 130 / 022602-108 by ASME
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he same powder lot with the particle diameter range of
5–90 �m. The samples were dispersed in ethanol, and the
ample obscurations were from 8 to 12. We can see that the dis-
ributions are only a function of the obscuration. The benefit of the
article analyzer is that the complex index of refraction of the
articles is irrelevant.

By assuming forward scattering and by assuming that larger
articles diffract the monochromatic laser light at smaller angles
nd that the wavelength of the laser light is much smaller than the
article diameter �Frauenhoffer diffraction�, the particle diameters
re calculated from

d =
1.22�

sin �
�1�

Once particle size distributions for different samples of the
owders were known, the distribution means were calculated from

d =

�
i=1

N

fidi

�
i=1

N

fi

�2�

here f i is the volume fraction �%� at the particle size di ��m�.
articles with known size distributions were filled into sintering
andrels and sintered in the mixture of 5% hydrogen and 95%

itrogen. Sintering temperatures and times were obtained experi-
entally by using SEM of the random pieces of sintered matrices.
rom the theory of sintering, it is known that the pore size,

ig. 1 SEM photograph of a 586/74 biporous evaporator „mag-
ification of 50 times…

ig. 2 Particle size distribution for the 75–90 �m particle

ange
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smoothness, and interconnectivity of the pores strongly depend on
particle diameter and variance, material properties, temperature,
and sintering time. With proper sintering, optimal bonding be-
tween particles is achieved and results in many small size, fully
connected pores, with acceptable compact hardness and strength.
Since we are dealing with particles with a size distribution, sin-
tering diagrams can only be used as guidance. Furthermore, some
materials such as copper do not sinter by a single independent
mechanism. Consequently, inclusion of multiple effects adds to
the errors in calculations, and the overall sintering rate has to be
determined experimentally. Sintering parameters were selected in
a way to get a neck size ratio of approximately 0.4.

A neck size ratio is defined as a neck dimension divided by the
particle diameter. Necks are welds or bonds between particles.
Figure 3 shows a SEM photograph of properly bonded particles.
By assuming uniform spheres initially in the point contact, the
neck growth by a single mechanism can be represented by a gen-
eralized equation �German �5��,

�X

R
�n

=
Bt

Rm �3�

where X is the neck radius, R is the particle radius, t is isothermal
sintering time, and B is a collection of material and geometric
constants. The exponent n is the mechanism characteristic expo-
nent and m is a constant that depends on the particle diameter.
From Eq. �3�, we can see that smaller particles require shorter
sintering time; therefore, it is desirable to have a narrow particle
size range in a way to keep the neck size ratio constant.

Sintered compacts with different characteristic particle diam-
eters were then ground and sifted into fractions of 250–355 �m,
500–710 �m, and 710–1000 �m. The size distributions of the
clusters were measured with the particle analyzer, and the distri-
bution means were calculated for

D =

�
i=1

N

fiDi

�
i=1

N

fi

�4�

where f i�%� is the volume fraction at the cluster diameter Di

��m�. Different fractions of these produced clusters were then
sintered for the second time into biporous slugs. Slugs �12 mo-

Fig. 3 SEM of the 63–90 �m sintered matrix
noporous and 30 biporous� with diameter of 13 mm and length of
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5 mm were sintered into 15 combinations of cluster and particles
izes for thermophysical property measurements.

Porosity. Porosity is the fraction of the total volume that is
oid. For samples with complex shapes, the porosity can be mea-
ured by optical metallography and a point counting technique
Underwood �6�� or by a liquid injection method. For samples
ith known geometry, the porosity can be simply obtained by
easuring the weight and dimensions of the samples. This method

s called the density method �Scheidegger �7�� and was used in our
ork. The diameter and length of each slug were measured with a

aliper and the mass with a precise laboratory scale from Denver
nstrument Company �accuracy of �0.15 mg at 25 g�. The poros-
ty � of the samples with mass ms, length L, and diameter D was
alculated using the following equation:

� = 1 −
ms/��D2L/4�

�Cu
�5�

here �Cu is the density of pure copper and is equal to
933 kg /m3 �Mills �8��.

Liquid Permeability. Liquid permeability of biporous wicks is
ery difficult to measure because the working fluid is transported
hrough a complex network of clusters with a size distribution and
s a strong function of packing and cluster-to-cluster contacts. Fur-
hermore, at low heat fluxes, a large portion of the liquid is trans-
orted over the rough surface of the clusters. We decided to mea-
ure liquid permeability of a single cluster. Instead of evaluating
roperties for the single cluster with random shapes and sizes, the
easurements were performed on monoporous slugs. Permeabil-

ty K for a flow through a packed bed of spheres with diameter d
nd porosity � can be calculated with the Blake–Kozeny equation
Luikov �9��,

K =
d2�3

150�1 − ��2 �6�

ince our samples are not uniform spheres connected at a point
ontact, we expect some deviation from permeability predicted by
q. �6�. The apparatus used to measure the permeability of our
amples is shown in Fig. 4.

The porous sample was placed inside a tightly fitted latex tube
nd tied with several thin metal lock wires to prevent bypass flow.
he sample was flushed with distilled water underhigh pressure

or about 15 min, placed at the end of the glass tube of the appa-
atus, and left overnight to fully saturate. Different liquid levels
nside the glass tube result in a pressure difference across the
orous sample. By monitoring the rate of the liquid level drop, the

Fig. 4 Permeability apparatus
elocity of the liquid was calculated. Knowing the fluid velocity,

ournal of Heat Transfer
the pressure difference, the porous sample length L, the fluid vis-
cosity �, and the fluid density �, the permeability K was calcu-
lated using Darcy’s law,

K = −
�

�p
v� = −

�

�g�h/L� x1 − x2

�t
� �7�

where �h is the height of the liquid column, and x1 and x2 are
liquid levels at times zero and �t. The working fluid for the mo-
noporous samples was distilled water at room temperature. Each
sample was measured three times. Each permeability measure-
ment was an average of 15 permeability readings.

Vapor Permeability. Yu and Cheng �10� reported a model to
predict the permeability of biporous media,

K =
�

128

L0
1−DT

A

Df

3 + DT − Df
�̄max

3+DT �8�

A =
1

2
�R2�1 − �m

1 − �b
� �9�

Lo = 2R + �L = 2�1 +�2�

�3

1 − �m

1 − �b
− 2� �10�

�̄max =
�max + �L

2
�11�

�max = R�2�1 − �m

1 − �b
− 1� �12�

where �m and �b are porosities of monoporous and biporous me-
dia, respectively, R is the average cluster radius, Df is the pore
fractal dimension, and DT is the tortuosity fractal dimension. Both
fractal dimensions can be obtained from micrographs of biporous
media. Chen et al. �11� reported that the permeability of biporous
medium is almost the same as the permeability of monoporous
medium when the macropore diameter of the biporous medium is
the same as the pore diameter of the monoporous medium.

It is very difficult to obtain both fracture dimensions and also to
precisely measure pore diameters of biporous medium and find
the monoporous medium with an equivalent pore diameter; there-
fore, we decided to measure the permeability of biporous slugs
with the same method used for monoporous slugs, but with a
different working fluid. The viscosity of distilled water is too
small and results in high superficial velocities through the bi-
porous slugs; therefore, we used silicone oils with kinematic vis-
cosities of 3.5	10−4 m2 /s, 10−4 m2 /s, and 2	10−5 m2 /s as the
working fluids. The silicone oil with the smallest viscosity was
used for the smallest cluster size. Each sample was measured
three times. Each permeability measurement was an average of 15
permeability measurements. Measurements were performed at
room temperature.

Capillary Pressure. When meniscus is formed at the liquid-gas
interface, the capillary pressure pc can be calculated with the
Laplace and Young equation as

pc = 
� 1

R1
+

1

R2
� �13�

where R1 and R2 are the principal radii of curvature of the menis-
cus and 
 is the surface tension of the liquid. In particular, we are
interested in finding the maximum value of �1 /R1+1 /R2�, and
hence the maximum capillary pressure pc,max. For convenience, it

is common practice to write Eq. �13� as �Chi �12��

FEBRUARY 2008, Vol. 130 / 022602-3
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pc,max =
2


rc
�14�

he effective capillary radius rc in Eq. �14� is defined such that
/rc is equal to the maximum possible value of 1 /R1+1 /R2. For
acked uniform spheres, the rc is equal to 0.21dsphere �Chi �12��.

The maximum capillary pressure was measured for monopo-
ous slugs with the apparatus shown in Fig. 5. A monoporous slug
as placed into a tightly fitted latex tube, tied with several thin

ock wires, placed on top of the left glass tube, and flushed with
ater under high pressure. The de-aeration process was repeated

or about 15 min. When it was assumed that the sample was de-
erated, it was left for another 10 h to fully de-aerate. Capillary
ressure for samples with only a very small amount of air trapped
nside the pores was almost half of the fully de-aerated sample.
nce the sample was ready, the liquid from the right side tube was
radually drained in 5 cm increments. If there was no change in
iquid level on the right side at some liquid height h for 10 h,
nother 5 cm of water was drained until the liquid column broke.
lose to the breaking point, the increments were decreased to
.5 cm. The liquid column broke when the maximum capillary
orces developed at the water-air menisci of the sample were
qual to the applied gravitational head.

For simplicity, let us assume that there are only two connected
ores inside the slug �Fig. 6�. The liquid column will break at the
ore on the left within the red circle. We can see that the liquid
olumn breaks at the most constricted part of the largest pore. At
his particular location of the pore, it is assumed that the meniscus

Fig. 5 Capillarity apparatus
Fig. 6 Measured pore diameter

22602-4 / Vol. 130, FEBRUARY 2008
has the maximum value of 1 /R1+1 /R2.
Capillary pressure was measured at room temperature. Partially

saturated samples develop smaller capillary pressures than the
maximum capillary pressure, and so capillary pressure changes
with temperature since surface tension and wetting angle are both
temperature dependent.

Thermal Conductivity. Carson et al. �13� divided porous ma-
terials based on heat conduction paths into two groups. The first
group is referred to as external porosity materials, which are
particulate-type materials in which a phase with a lower thermal
conductivity �for instance, air� comprises the continuous phase
with a higher thermal conductivity �for instance, copper particles�,
and the second type is referred to as internal porosity materials,
which are materials such as foams, sponges, and honeycomb
structures in which air, for instance, is dispersed within a continu-
ous condensed phase. According to Carson et al. �13�, the external
porosity materials are bounded below by the Maxwell–Eucken 2
model �Hashin and Shtrikman �14��,

ke = k2
2k2 + k1 − 2�k2 − k1��1 − ��
2k2 + k1 + �k2 − k1��1 − ��

�15�

and at the upper bound by the effective medium theory �EMT�
model �Landauer �15� and Kirkpatrick �16��,

ke = 0.25	�3� − 1�k2 + �3�1 − �� − 1�k1

+ ���3� − 1�k2 + �3�1 − �� − 1�k1�2 + 8k1k2
 �16�

where � is the porosity, k1 is the thermal conductivity of copper,
and k2 is the thermal conductivity of air �in our case�.

The internal porosity materials are bonded by the EMT model
on the lower bound and by Maxwell–Eucken 1 model on the
upper bound �Maxwell �17��,

ke = k1
2k1 + k2 − 2�k1 − k2��
2k1 + k2 + �k1 − k2��

�17�

Carson et al. �13� tested these bounds with experimental data from
the literature for dry and loose sand, consolidated sand �sand-
stone�, food gel, an aqueous alginate/saponin foam, a metallic
foam, and a cellular ceramic. For all the cases, the experimental
data lie within these bounds.

Tsotsas and Martin �18� found a good agreement between the
thermal conductivity of packed beds of spheres predicted by Ze-
hner �19� and Bauer models �20� and the experimental data. The
Zehner �19� and Bauer �20� models take into account deformation
between particles, thermal radiation, pressure dependence, particle
flattening, particle shape, and size distribution of the particles.
These models work well for cases where the particle deformation
or neck dimensions and the optical shape factors are known.

Bauer �20� measured and calculated thermal conductivities of
bidispersed mixtures of spherical particles of stellite �2.5 W /m K�
at various porosities. The overall agreement between the model
and the measured data was good.

Hsu et al. �21� developed a lumped-parameter model to deter-
mine the effective stagnant thermal conductivity of two-
dimensional and three-dimensional monodispersed porous media
with periodic structures. The model predicts the thermal conduc-
tivity of monoporous media if geometrical and contact scales of
particles and ratios of thermal conductivities for both phases are
known.

Chen et al. �11� calculated the thermal conductivity of a bidis-
persed porous medium by assuming that the medium in the mi-
crolevel �within the clusters� and the macrolevel �between the
clusters� consists of spatially periodic porous cubes, both of which
were modeled as three-dimensional touching cubes. The model
can be used if geometric and contact lengths of the clusters are
known. They found a good agreement between experimental data
and their model.
Yu and Cheng �22� developed a two-fractal thermal conductiv-
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ty model based on the fractal characteristics of the microstructure
f bidispersed porous media and on the electrical analogy tech-
ique. The proposed models are a function of tortuosity fractal
imension, area fractal dimension, porosity, ratios of the areas,
ength scales, and contact lengths. For given monoporous and bi-
orous porosities and length scales, one can get ratios of contact
ength scales for clusters and particles, but the problem arises in
stimating nontouching areas of the clusters and maximum capil-
ary diameters.

We decided to measure the thermal conductivity of monoporous
nd biporous samples experimentally and to test them with the
ounds of Carson et al. �13�. It is expected that the results will be
ounded with Maxwell–Eucken 2 and EMT models. Samples for
hermal conductivity were sintered at the same conditions as the
amples for permeability and capillary pressure measurements and
ad two 1 mm diameter, 65 mm deep holes for thermocouples.
he holes were 20 mm apart.
The thermal conductivity apparatus �Fig. 7� consisted of an

lectrically ground copper block with cartridge heaters, a ring
ade of a high temperature resistant plastic to align the heater

eck and the sample, the sample that is being tested, and the
ooling plate. Four thermocouples were soldered in the copper
eck of the heater to monitor the heat flux into the sample. Water
t a constant temperature of 20°C and a constant flow rate was
irculated through the cold plate. The cold plate was mounted on
n aluminum plate and connected via an axial bearing to a
hreaded rod with a dial, which allowed control of the applied
orque. The aluminum cold plate had two brass bushings for a
mooth movement of the plate on the two stainless steel precision
round rods. The top, middle, and bottom plates were made of
3 mm thick aluminum. The heater block was placed on a Teflon
ase. The heater and the sample were insulated with an amor-
hous silica blanket. The apparatus was calibrated with three ma-
erials of known thermal conductivity: AISI 304 stainless steel,
rass, and 101 OFE copper. Thermal conductivities for the three
aterials were taken from Mills �8�.
Two calibrated thermocouples with average junction diameters

f 0.97 mm were glued with high temperature epoxy inside two
mm diameter, 20 mm apart, and 65 mm deep holes. On both

aces of the samples were placed thin layers of SAF-T-EZE cop-
er antiseize to reduce the contact resistance. Figure 8 shows the
easured values of thermal conductivity versus the reported ones

Mills �8��. Six independent runs were made for each sample. We
an see that the measured values were about 4% lower than the
eported ones. The difference between measured and reported val-
es was due to heat losses, possible displacement of thermo-
ouples, and interface resistance. Instead of trying to estimate ev-
ry single bias uncertainty, we used the three standard samples to

Fig. 7 Thermal conductivity apparatus
alibrate the apparatus,

ournal of Heat Transfer
kactual = 0.95kmeasured + 0.4 �18�
Equation �18� was used to correct measured thermal conductivi-
ties of porous samples. To account for the interface resistance,
three independent runs for each sample were made, and between
individual runs the samples were permutated so that the top face
of run 1 became the bottom face of run 2. For all bulk samples
and monoporous samples, the same pressure between the cold
plate and the heater was applied. For the biporous samples, the
applied pressure was about half of the pressure of the monoporous
samples due to low compact hardness of the biporous samples.
Also, all biporous slugs were covered with high temperature re-
sistant, low thermal conductivity epoxy to increase the strength of
the samples. Thermal conductivity was calculated with the follow-
ing equation:

ksample =
�− k � T�heater

�− �T�sample
= �kCu�dT

dx
���xsample

�Tsample
�19�

where ksample is identical to kmeasured in Eq. �18�. The gradient
�dT /dx� at the heater neck was obtained from a linear regression
on four temperature readings. The uncertainty in measuring heat
flux was not computed since the thermocouples were soldered in
the heater neck, the insulation around the heater was always the
same, and the apparatus was calibrated with the three standard
samples. Temperatures were recorded with the Omega 931 acro-
system and LABTECH NOTEBOOKPRO VERSION 12.1 software. Fifty
temperature readings were averaged for each steady state. Tem-
perature was assumed to be steady when it did not rise to more
than 0.5°C in 15 min. Temperature recordings started 30 min af-
ter changing the sample. The samples reached a steady state in
10 min. The average standard deviation in temperature for 50 tem-
perature readings was 0.2°C.

Results and Discussion
Particle size distributions for all particles were obtained with a

laser diffraction particle size analyzer. Three independent samples
of powders from each lot were evaluated separately. Samples of
about 50 particles were also observed under the optical micro-
scope, and the particle diameters were measured. The particle size
distributions with the averages of sieve sizes and the averages
obtained with the optical microscope are plotted in Fig. 9.

The solid line shows the distribution obtained with the particle
analyzer, the triangles the average of the sieve sizes, and the
circles the averages of the 50 particle diameters obtained with the
optical microscope. Diameters measured with the optical micro-
scope and diameters based on the average sieve size were scaled
to bring them closer to the results of the particle analyzer. We can
see that the agreement is very good for small particle sizes.

Figure 10 shows cluster size distributions �solid line� and aver-
ages of the two sieves �circles�. Cluster diameters were not mea-
sured with the optical microscope due to the random shapes of
clusters �see Fig. 1�. Tables 1 and 2 compare average particle
�cluster� diameters obtained with different methods. The last two

Fig. 8 Thermal conductivity apparatus calibration curve
columns give skewness and kurtosis of the distributions. Skew-
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ess is a measure of a degree of asymmetry of a distribution, and
t is positive for right skewed distributions and negative for left
kewed distributions. The skewness of a normal distribution is
ero. Kurtosis is a parameter that describes the degree of peaked-
ess of a distribution. Distribution with large tails is leptokurtic
positive kurtosis� and distribution with small tails is platykurtic
negative kurtosis�. The kurtosis of normal distribution is zero.
rom Tables 1 and 2, we can see that all distributions are slightly
ight skewed and platykurtic. Only the distribution for the
02 �m average cluster size is leptokurtic.

Knowing the average of the two sieve sizes and the correspond-
ng mean of the distribution computed with Eq. �2�, both averages
an be related by �see Fig. 11�

dparticle�analyzer = 0.7dsieve + 15.6 �20�
imilarly, for clusters we found

Dparticle�analyzer = 1.06Dsieve − 30.64 �21�
article and cluster diameters are in microns. We see that there
xists a linear relationship between the two averages. It is benefi-
ial to relate measured thermophysical properties to the actual
istributions of the particles �clusters� as measured with the par-

Fig. 9 Particle size distributions

Fig. 10 Cluster size distributions

Table 1 Average particle diamet

Particle range
��m�

Average
sieve size ��m�

Particle
analyzer ��m

32–45 38.5 41
53–63 58 58
63–75 69 63
63–90 76.5 72
75–90 82.5 74

90–106 98 83
Normal / /
22602-6 / Vol. 130, FEBRUARY 2008
ticle analyzer. The distributions for particles and clusters were
represented with the distribution means.

Figure 12 shows results for the porosity of monoporous and
biporous slugs. We can see that porosity does not depend on par-
ticle diameter and also not on cluster diameter.

Capillary pressure and liquid permeability tests showed that the
sample with a particle size of 41 �m does not have through pores;
therefore, it was not included in the correlations for liquid perme-
ability and capillary pressure nor in computing the average poros-
ity of monoporous samples. The average porosity of monoporous
samples is 0.277�0.005 and that of biporous samples is
0.642�0.01. All particles are spherical and the clusters are made
with the same procedure; therefore, it is expected that the porosity
will not depend on cluster or particle diameters.

Figure 13 shows a comparison between measured capillary
pressure and capillary pressure computed with Eq. �14� with rc
equal to 0.21dsphere. Figure 14 gives results for liquid permeability
of the same monoporous samples. We can see that in both cases,
results for the 74 �m particle diameter are consistent and also
different from the rest of the results. To understand what is behind
this anomaly, the samples would have to be analyzed with X-ray
tomography. Also, the liquid permeability tests were performed on
four samples with a 74 �m particle size, and all results were
consistent. Since at this point we do not know what caused the
difference, we decided to eliminate the results for the samples
with the particle size of 74 �m.

By eliminating results for the 74 �m particle diameter, the lin-
ear regression on measured capillary pressure is

pc,max = − 0.202d + 27.806 �22�

where pc,max is the maximum capillary pressure in kPa and d is the
particle diameter in microns. The agreement of a property x is
defined as

agreement =  xmeasured − xcorrelated

xmeasured
100% �23�

The average agreement between measured values and correlation
�Eq. �22�� is 5%, while the average agreement between measured
values and those obtained with the spherical approximation is
24%.

Figure 14 gives the results for the liquid permeability of mo-
noporous samples. Again, by eliminating results for the 74 �m
particle size, the linear regression of the measured liquid perme-
ability yields

obtained with different methods

Optical microscope
��m� Skewness Kurtosis

38 0.59 −1.37
58 0.63 −1.30
/ 0.54 −1.49

73 1.09 −0.34
77 1.04 −0.49
87 1.21 −0.02
/ 0 0

Table 2 Average cluster diameters

Particle range
��m�

Average
sieve size ��m�

Particle analyzer
��m� Skewness Kurtosis

250–355 302 302 1.31 0.20
500–710 605 586 0.94 −0.68
710–1000 855 892 1.22 −0.06
Normal / / 0 0
ers

�
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Kliquid = 0.0388d − 0.8309 �24�
he average agreement of the correlation �Eq. �24�� with the mea-
ured data is 4%, while average agreement of the Blake–Kozeny
quation �Eq. �6�� with the measured data is 29%. From results for
apillary pressure and liquid permeability, we see that as the par-
icle diameter decreases, the liquid permeability decreases, but the
apillary pressure increases.

Fig. 11 Average particle diameters

Fig. 12 Porosity

Fig. 13 Maximum capillary pressure
Fig. 14 Liquid permeability

ournal of Heat Transfer
Figure 15 shows the results for vapor permeability as a function
of particle diameter for different cluster diameters. We can see that
vapor permeability is only a function of cluster diameter; there-
fore, we can relate the average vapor permeability to the average
cluster diameter as

Kvapor = 1.18D − 190.1 �25�
The average agreement of the correlation given by Eq. �25� with
the measured data is 8%.

Figure 16 shows results for the measured thermal conductivity
of the monoporous samples and the computed thermal conductiv-
ity using the Maxwell–Eucken 1 model, which is the model sug-
gested in many heat pipe books �see Chi �12� or Faghri �23��. We
can see that the thermal conductivity of monoporous samples does
not depend on particle diameter and also that the Maxwell–
Eucken 1 model overpredicts the thermal conductivity by as much
as 75%.

The average thermal conductivity of the monoporous samples is
142±3 W /m K when measured at an average temperature of
42±2°C. Figure 17 shows results for the thermal conductivity of
the biporous samples. The average temperature of the biporous
samples was 85�5°C. Uncertainty intervals in Figs. 16 and 17
represent the variations of the three measured values from the
mean.

Fig. 15 Vapor permeability

Fig. 16 Thermal conductivity of monoporous samples
Fig. 17 Thermal conductivity of biporous samples

FEBRUARY 2008, Vol. 130 / 022602-7
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The results given in Fig. 17 were replotted as thermal conduc-
ivity as a function of cluster to particle diameter ratio D /d �Fig.
8�. We can see that the thermal conductivity of biporous samples
s a function of cluster to particle ratio,

ke = 56.54� d

D
�0.823

�26�

he average agreement of Eq. �26� with measured data is 14%.
ollowing the suggestion of Carson et al. �13�, we can normalize

he measured thermal conductivities and plot them as a function of
orosity �Fig. 19�.

It can be seen that almost all measurements lie within the
ounds for external porosity materials. Two points for thermal
onductivity of monoporous samples that differ from the rest of
he points are for the samples with a particle diameter of 41 �m.
t was also found that sintering temperatures that are too high
esult in increased porosity but that the thermal conductivity of the
ample does not change.

Correlations for capillary pressure and liquid permeability are
alid for particles with diameters of 58–87 �m, and correlations
or vapor permeability and thermal conductivity of biporous
amples are valid for cluster diameters of 302–892 �m. We can
ormalize Eqs. �22� and �24� so that the maximum value of the
apillary pressure and the liquid permeability is equal to 1. By
lotting them on the same graph �Fig. 20�, we can clearly see that
s particle diameter increases, liquid permeability increases, but
aximum capillary pressure decreases.
Similarly, we can normalize Eqs. �25� and �26� with d equal to

4 �m and plot them on the same graph �Fig. 21�. We can clearly
ee that as cluster diameter increases, vapor permeability in-
reases, but the thermal conductivity of the media decreases. A
imilar trend as for thermal conductivity versus cluster diameter is
xpected if we would plot the theoretical mass flow rate of liquid
umped through the clusters as a function of cluster diameter.
maller clusters have more cluster-to-cluster contacts per unit vol-
me available for the liquid transport.

ig. 18 Thermal conductivity as a function of cluster to par-
icle ratio

ig. 19 Comparison between different models and measured

hermal conductivity

22602-8 / Vol. 130, FEBRUARY 2008
Uncertainty Analysis
There is a naturally present randomness due to random shapes

and random packing of clusters. To account for this randomness, a
statistically large enough number of samples had to be measured.
Porosity for biporous slugs was computed by averaging the poros-
ity of 30 biporous slugs: vapor permeabilities were computed by
averaging permeabilities of 10 slugs with the same cluster size.
Each vapor permeability value was an average of 45 measure-
ments. A correlation for the thermal conductivity of biporous slugs
was obtained by using results for 28 biporous slugs. The thermal
conductivity of each slug was measured three times.

Assuming a normal population, we can obtain the population
mean �, a best approximation of the true value atrue, using the
following relationship:

� = ā � t�,%Sā �27�

where ā is the mean of a sample with sample size N, calculated
using

ā =
1

N�
i=1

N

ai �28�

Here, Sa is the standard deviation of the sample mean obtained
from

Sā =
Sa

�N
=

1
�N
� 1

N − 1�
i=1

N

�ai − ā�2�1/2

�29�

where t�,% is the student t-distribution variable. The quantity Sa in
Eq. �29� is the sample standard deviation. The variable t�,% de-
pends on the degrees of freedom, �= �N−1�, and the confidence
level, %. t95 values for different degrees of freedom are tabulated
in the literature, for example, Mills and Chang �24�.

We can also define relative uncertainty r as

Fig. 20 Normalized capillary pressure and liquid permeability

Fig. 21 Normalized vapor permeability and thermal

conductivity
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r =
t�,%Sā

ā
100% �30�

Particle and Cluster Diameters. The particle size analyzer is
xpected to measure large particles less accurately because the
iffraction angle for large particles is smaller. Average particle
iameters measured with the optical microscope were, on average,
% bigger than those measured with the particle analyzer. The
greement between average particle �cluster� diameters measured
ith the particle analyzer and predicted with Eqs. �20� and �21� is

lso 3%.

Porosity. Precision uncertainty in measuring porosity could
ome from the offset of the laboratory scale. The scale was cali-
rated before each measurement, which made precision uncer-
ainty much smaller than bias uncertainties in measuring the
ength and diameter of the slugs. The relative uncertainty in mea-
uring the porosity of monoporous samples is 1.7%, and the rela-
ive uncertainty in measuring the porosity of biporous samples is
.5%.

Permeability. The average uncertainty in measuring liquid per-
eability is 1.7%, and the liquid permeability correlation agrees
ith measurements within 4%. The average uncertainty in mea-

uring vapor permeability is 1.4%, and the correlation for vapor
ermeability agrees with measured data within 8%. Each sample
as tested three times. Possible differences of the results among

he three runs were due to bypass flow and not fully saturated
amples.

Capillary Pressure. The average relative uncertainty in mea-
uring capillary pressure is 2%, and the capillary pressure corre-
ation agrees with measured data within 5%. The uncertainty in

easuring capillary pressure came from the resolution of capillary
ressure readings, which were 2.5 cm of water or 125 Pa. If the
ample was not completely de-aerated, the capillary pressure read-
ngs were incorrect and the measurement had to be repeated.

Thermal Conductivity. The average relative uncertainty in
easuring the thermal conductivity of monoporous samples is

.6%, and the average agreement between the average value
142 W /m K� and the measured values is 3.6%. The average rela-
ive uncertainty in measuring the thermal conductivity of biporous
amples is 10.4%, and the average agreement between measured
ata and the predicted thermal conductivity with the correlation is
4.3%. The large relative uncertainties in measuring the thermal
onductivity of biporous slugs came from interface resistance,
hich was due to rough surfaces of biporous slugs and to low

pplied pressure between the cooling plate and the heater. Also, a
hin layer of the epoxy on the outside of the biporous slugs had
ome effect on the measurements.

oncluding Remarks
Apparatuses for measuring permeability, capillary pressure, and

hermal conductivity were built. Several monoporous and bi-
orous wicks were made and tested. Particle and cluster size dis-
ributions were measured with an optical microscope and a laser
iffraction particle size analyzer. Porosity was measured with the
ensity method. Permeability was obtained by measuring the pres-
ure and volume flow rate of unidirectional liquid flow through a
orous sample. Capillary pressure was measured by a falling me-
iscus method. Thermal conductivity was measured with a steady
tate technique.

Correlations that relate thermophysical properties to the geom-
try of the biporous and monoporous media are developed. Cor-
elations for liquid permeability and capillary pressure agree
ithin 5%, and the correlation for vapor permeability agrees with
easured data within 8%. The average thermal conductivity for
onoporous media agrees with measurements within 3%, and the
orrelation for predicting thermal conductivity of biporous media

ournal of Heat Transfer
agrees with measured data within 14%. The Blake–Kozeny equa-
tion underpredicts the permeability of monoporous samples.
Maximum capillary pressure was found to be slightly higher than
predicted by the spherical approximation. Measured thermal con-
ductivities are bounded by the Maxwell–Eucken 2 model and the
EMT model proposed by Carson et al. �13� for the external poros-
ity materials. The correlations are ready to be used in optimization
models that relate thermophysical properties to the critical heat
flux of the biporous evaporators.

To the best of our knowledge, we believe that we are the first
who based correlations for thermophysical properties of biporous
media on distribution means of clusters and particles and not on
the averages of the sieve sizes. This is the first work to measure
thermal conductivities of biporous media for a wide range of par-
ticles and clusters and which compares measured thermal conduc-
tivities to thermal conductivities of materials with similar heat
conduction pathways �Carson et al. �13��. In this work, the amount
of oxide on the wicks was not measured, and correlations that
were developed are only valid within the ranges of particle and
cluster diameters that were tested.
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Nomenclature
ai � measured value of quantity
B � a collection of material and geometric

constants
d � particle diameter ��m�
D � cluster diameter ��m�, slug diameter �mm�

DT � tortuosity fractal dimension
Df � pore fractal dimension
f i � volume fraction �%�
h � height �mm�

k1 � thermal conductivity of phase 1 �W/m K�
k2 � thermal conductivity of phase 2 �W/m K�
ke � effective thermal conductivity �W/m K�
K � permeability �m2�
L � length of the slug �mm�
m � sintering constant that depends on diameter

ms � mass of the slug �g�
n � sintering mechanism characteristic exponent
N � number of measurements �points�
p � pressure �kPa�
r � relative uncertainty

rc � effective capillary radius ��m�
R � particle radius ��m�

R1, R2 � principal radii of curvature of the meniscus
�m�

Sa � sample standard deviation
Sa � standard deviation of the population mean
v � velocity �m/s�
t � time �s�

t�,% � student t-distribution variable
T � temperature �K�
x � location �mm�
X � neck radius
� � porosity

�m, �b � porosity of monoporous and biporous media
� � wavelength of the laser light source ��m�
� � population mean, viscosity �kg/ms�
� � density �kg /m3�


 � surface tension �N/m�
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haotic advection in the eccentric helical annular heat exchanger
s investigated as a means to enhance its thermal efficiency. Cha-
tic streak lines are generated by steadily rotating one boundary
hile the other is counter-rotated with a time-periodic angular
elocity. The effects of the eccentricity ratio and modulation fre-
uency on the heat-transfer rate are analyzed by numerically solv-
ng the 3D convection-diffusion equation for a broad range of
arameter values. For the frequency range over which chaotic
dvection can be effectively promoted, the efficiency of the heat
xchanger is enhanced over that obtained for steady boundary
otation. Other tools, such as stretching field calculations and
treak-line plots, applicable for dissipative dynamical systems, are
mplemented. These tools qualitatively confirm the quantitative
eat-transfer results obtained. �DOI: 10.1115/1.2787023�

eywords: eccentric helical annular flow, chaotic advection, heat
ransfer, mixing

ntroduction
One major device used to heat highly viscous fluids is the an-

ular heat exchanger. In this apparatus, fluid flows in the annular
egion between two cylinders. This configuration is especially ef-
ective for heating highly viscous, low thermal-conductivity flu-
ds, because heat can be transferred into the fluid via both the
nner and outer cylinders. Because of the high fluid viscosity, the
ow is laminar in practically all cases; increasing the heat-transfer
ate by turbulent eddies would lead to very high pressure drops.

For the case where the hydrodynamic and thermal balances can
e decoupled, the heat-transfer rate for motionless boundaries has
een calculated analytically for either isothermal or constant heat-
ux boundary conditions �1�. Different geometrical configurations
or this apparatus, such as eccentric cylinders and confocal ellip-
ical cross sections, have also been analyzed in an attempt to
btain higher heat-transfer rates �2�.

Much higher thermal efficiency can be achieved in this heat
xchanger if chaotic advection is promoted. Chaotic advection
mplies that fluid particles follow chaotic trajectories �as in turbu-
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lent flow�, even though the flow is laminar �3�. From an Eulerian
viewpoint, the flow is periodic; however, in a Lagrangian refer-
ence frame, the flow is chaotic or periodic depending on the initial
location of a given material point �4�.

Chaotic advection can be promoted in the annular heat ex-
changer by either superposing a 2D cross-sectional flow, gener-
ated by boundary rotation, onto the axial flow, or by rendering the
flow spatially periodic through insertion of internal mixing ele-
ments. In the former case, the geometry must be modified to cre-
ate a cross-sectional flow topology with a vortex zone. To achieve
this, the inner cylinder is moved into an eccentric position, thus
separating the cross-sectional flow field into two or more indepen-
dent zones. The resulting geometry is known as eccentric helical
annular configuration. To obtain chaotic particle trajectories, at
least one boundary must be rotated at a time-periodic angular
velocity, while the other boundary turns at constant speed. In this
paper, the boundaries turn in opposite directions.

In the first mixing experiments in an eccentric helical annular
flow for an axial Reynolds number of about unity �5�, the recorded
photographs clearly demonstrate the existence of chaotic streak
lines. The influence of the axial velocity on this flow was shown
to be very important. We have recently �6–8� developed the math-
ematical basis necessary for the analysis of mixing and heat trans-
fer in these flows. For one geometrical configuration, we have
shown that chaotic advection in this flow works as a frequency-
selective amplifier. When the outer cylinder is steadily rotated,
there is a given frequency of the sinusoidal modulation of the
inner-cylinder rotation that gives the highest heat-transfer rate. As
in many fluid instability phenomena, very low or very high modu-
lations of the angular velocity render the system stable.

The objective of the present work is to implement the above
analysis for different geometrical configurations of the eccentric
helical annular heat exchanger. In particular, the value of the ec-
centricity ratio and modulation frequency of the inner boundary
leading to the highest heat-transfer efficiency are determined.

Annular Flow Between Eccentric Rotating Cylinders
A sketch of the eccentric helical annular heat exchanger and of

its cross-sectional geometry are shown in Fig. 1. Apart from the
axial length L, two dimensionless parameters are required to de-
fine the geometry. They are the outer-to-inner radii ratio, R2 /R1,
and the eccentricity ratio, �=e / �R2−R1�, where e is the distance
between the centers of the two cylinders.

The flow is assumed to be dominated by viscous forces and the
physical properties of the fluid are considered constant. Under
these assumptions, the 3D flow field can be determined analyti-
cally by solving the Stokes equations

�P = ��2V � · V = 0 �1�
in an appropriate coordinate system. In this study, we use a bipo-
lar coordinate system �� ,� ,z�, which is defined by the following
transformations from Cartesian coordinates �x ,y ,z�:

x =
− a sinh �

cosh � − cos �
y =

a sin �

cosh � − cos �
z = z �2�

The Lamé coefficients in the three directions are �h ,h ,1�, where
h=a / �cosh �−cos ��.

For this 3D flow, the cross-sectional components �V� and V��
can be solved independently from Vz. The solution for the stream
function, expressed as a function of the angular velocity at the
rotating boundaries, is given in Ref. �9�. The axial velocity com-
ponent, Vz�� ,��, was obtained by Snyder and Goldstein �10� from
the solution of

h2dP

dz
= �� �2Vz

��2 +
�2Vz

��2 � �3�

By superposing the cross-sectional and axial velocity solutions,

the 3D flow field in the heat exchanger is completely defined.

FEBRUARY 2008, Vol. 130 / 024501-108 by ASME
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In order to promote chaotic advection, at least one of the cyl-
nders must turn at a time-varying angular velocity. In the present
tudy, the two cylinders turn in opposite directions �counter-
otation�, with the outer cylinder rotating at a constant angular
elocity and the inner cylinder rotating at a time-periodic angular
elocity. This velocity protocol can be expressed as

�1 = �̄1�1 + � sin �t� �̄1/�2 � 0 �4�

here �1 and �2 are the angular velocities of the inner and outer
ylinders, respectively, and � and � are the amplitude and fre-
uency of the inner-cylinder modulation.

The analytical solution for the velocity field given above was
btained for steady cylinder rotation and, therefore, is not valid
hen the inner boundary rotates at a time-periodic angular speed.
owever, if the Strouhal number defined as Sr=�L /Vref, where
ref is a characteristic velocity �e.g., �2R2�, is small, then it is
alid to assume that the process is quasistatic and the analytical
olution is that given at the instantaneous angular velocity ratio
10�.

Previous work �11–14� on chaotic advection in the 2D flow
etween eccentric cylinders �Vz=0� showed that the amplitude
ust be chosen as large as possible, as long as Stokes flow con-

itions are maintained. In this way, the saddle point, which ap-
ears in the region of minimum gap, is displaced from the vicinity
f one boundary to the vicinity of the other. For this reason, in the
resent work, � is fixed at a large value ��=0.9�, although there
re no fixed points in the 3D flow under study.

As in Ref. �4�, the following dimensionless control parameters
re defined:

NT =
�2	

2

NP =

�	

2

�5�

here 	=L / �Vz� is the residence time of the fluid in the heat
xchanger, �Vz�=F /A is the average axial velocity, F is the flow
ate, and A=
�R2

2−R1
2� is the annular cross-sectional area. Both

imensionless control parameters have physical meaning: NT rep-
esents the number of turns that the outer cylinder makes over 	
ime units, whereas NP gives the number of modulation periods of

ig. 1 Sketch of „a… the eccentric helical annular heat ex-
hanger and „b… its cross-sectional geometry
he inner-cylinder angular velocity per average residence time.
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Heat-Transfer Analysis
To investigate the effect of geometry and inner-cylinder modu-

lation protocol on the thermal efficiency of the heat exchanger, the
following numerical experiment is implemented. The inner and
outer boundaries are assumed adiabatic and fluid is continuously
injected into the apparatus with an inlet temperature that is a lin-
ear function of the bipolar coordinate �:

T��,�,0� = T1 +
T2 − T1

�2 − �1
�� − �1� �6�

Note that this temperature distribution is the solution of the 2D
steady-state heat conduction equation for the cross section of the
heat exchanger with isothermal boundary conditions. It is evident
that the best geometry and modulation protocol are those which
give the most uniform outlet temperature distribution.

Uniformity of the cross-sectional temperature field is measured
by its standard deviation, ���z , t�, defined as

����z,t��2 =
1

F 	 	
A

Vz�T − �T��2dA �7�

where

�T��z,t� =
1

F 	 	
A

VzTdA �8�

is the cross-sectional average temperature. The influence of the
chosen inlet temperature field can be largely eliminated if ���z , t�
is normalized with respect to its inlet value:

��z,t� = ���z,t�/���0,t� �9�
Because the velocity field is time periodic, the average of

��z , t� over a modulation period

�̄�z,t� =
�

2

	

t

t+2
/�

��z,t�dt �10�

becomes time invariant after a sufficiently long period of time. We
denote by �̄��z� the axial �̄ profile when this steady-periodic re-
gime is established.

Results and Discussion
We start by examining the influence of the eccentricity ratio on

the performance of the eccentric annular heat exchanger for

Fig. 2 Axial � profile as a function of � for steady boundary
rotation
steady rotation of both boundaries. Figure 2 shows the axial �
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rofile as a function of �. The other parameters are R2 /R1=2,
1 /�2=−2 �the inner cylinder counter-rotates at twice the angular

elocity of the outer cylinder�, and NT=30. It is clear from the
lotted results that a better performance is obtained when the cyl-
nder centers are further apart, i.e., when � is increased.

Let us now look at the effect of the inner-cylinder modulation
n the performance of the heat exchanger. Figure 3 shows the exit
alue of �̄��z� as a function of NP for different values of �. The
ther parameters are the same as those in Fig. 2. For values of �
qual to 0.1, 0.3, and 0.5, there is an optimum modulation fre-
uency that minimizes the value of �̄�. However, for �=0.7, the
odulation of the inner-cylinder rotation leads to a performance

ecrease. The lowest value of �̄� is obtained for a moderate value
f � at the appropriate modulation frequency. This result is shown
n Fig. 4, where the value of �̄� obtained at the optimum value of

P is plotted as a function of �. The best results are obtained for

0.4.
These results can be graphically and qualitatively confirmed in

ifferent ways using tools applicable for dissipative dynamical
ystems. In particular, the stretching field of a material point is an
xcellent indicator of the phenomena occurring in the heat ex-
hanger. The stretching distribution provides a means of charac-
erizing the distribution of mixing intensities within the flow.

ig. 3 Exit value of �̄�
„z… as a function of NP and �. Other

arameters are R2 /R1=2, �̄1 /�2=−2, and NT=30.

ig. 4 Minimum value of �̄�
„z… at the optimal NP value as a
unction of �. Other parameters are the same as those in Fig. 3.

ournal of Heat Transfer
Points experiencing high and low stretching correspond to regions
of good and poor micromixing, respectively. This tool was first
introduced by Swanson and Ottino �14� for the journal bearing
flow.

The stretching of a fluid element l, associated with a particle
initially located at x0, is monitored by integrating

dx

dt
= V�x,t�

dl

dt
= ��V�T · l �11�

The total accumulated stretching  experienced by the fluid ele-
ment until it reaches the outlet of the heat exchanger is

 = �l�/�l0� �12�

Calculations were performed with N=2�104 particles covering
uniformly the entire inlet cross section. Since the stretching in-
creases exponentially, the logarithm of  is a more appropriate
quantity to monitor. Figure 5 shows the exit distribution of log 
at the optimal NP value for each value of �. The contour plots in
each column were obtained by feeding the particles at a particular
instant of the modulation period: �a� at the beginning, �b� after one
quarter of a period, �c� after half a period, and �d� after three
quarters of a period. Although the contours were obtained at the
optimal operating conditions for a given eccentricity value, one
can see that only for moderate values of � does log  become
uniformly distributed over the cross section.

Furthermore, it is for �
0.4–0.5 that the regions of very low
stretching are minimized and, consequently, cold or hot spots are
less likely to occur. This is demonstrated in Fig. 6, where the

Fig. 5 Logarithm of exit stretching distribution for the optimal
NP value as a function of �. Other parameters are the same as
those in Fig. 3.
probability density function of log 
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H�log � =
1

N

dn�log �
d log 

�13�

s plotted over the lower range of log  at the optimal NP value for
ach eccentricity. In the above definition, dn�log � is the number
f material points with accumulated stretching between log  and
og +d�log �.

Finally, Fig. 7 displays streak lines generated from the inlet of
he heat exchanger for three different values of the modulation
requency. The geometrical configuration of the apparatus is the
ptimal one ��=0.4�. The top figure, in which the streak lines are
elical, was obtained for steady rotation of the inner cylinder. For
he optimal NP value, the streak line is chaotic, as shown in the
iddle plot. Notice that even though the axial flow always moves

orward, parts of the streak line go back since they wander into
egions of low axial velocity, while other parts of the streak line
ulge forward. However, when the modulation frequency is in-
reased further, as in the bottom figure, the streak line is reorga-
ized and becomes qualitatively very similar to that of the top
gure. This phenomenon is very common in fluid instability

heory, where it is known that instability occurs over a certain
requency range. For values outside that range, perturbations are
amped and the system is stable.

onclusions
The convection-diffusion equation was solved numerically for

D laminar flow in the eccentric helical annular heat exchanger.
he outer cylinder turns at a constant velocity, while the inner-
ylinder angular velocity varies time periodically in the opposite
irection. If both cylinders turn at constant velocity, the largest
hermal efficiency is obtained for highly eccentric configurations.
f the inner-cylinder angular velocity is modulated at the appro-
riate frequency, the efficiency is shown to be better than that
btained without modulation. However, for this to occur, the geo-
etrical configuration must be moderately eccentric, �
0.4–0.5.

omenclature
H � probability density function
L � axial length

NP, NT � control parameters, Eq. �5�
P � pressure
R � cylinder radius
T � temperature

ig. 6 Probability density function, H„log �…, at the optimal NP
alue for different values of �. The plot is a close-up image of
he low-stretching region. Other parameters are the same as
hose in Fig. 3.
V � velocity component

24501-4 / Vol. 130, FEBRUARY 2008
z � axial coordinate

Greek Symbols
� ,� � bipolar coordinates

� � modulation amplitude
� � eccentricity ratio
 � stretching of a material point
� � fluid viscosity
� � standard deviation

Fig. 7 Streak lines generated for three different values of NP.
The operating parameters are �=0.4, R2 /R1=2, �̄1 /�2=−2, and
NT=30; the NP values are, from top to bottom, 0, 16, and 64.
� � modulation frequency
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� � angular velocity

ubscripts
1 � inner cylinder
2 � outer cylinder
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onduction Near an Encapsulated
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ntroduction
The analytic study of heat conduction near spheres is a rela-

ively mature science. Even so, there are still a number of analytic
onduction solutions being published. For example, Atefi and
oghimi �1� recently presented a Fourier series solution for heat

ransfer near a hollow sphere.
Probably the most comprehensive collection of classic analytic

olutions to heat conduction problems is found in the text by
arslaw and Jaeger �2�. One of the solutions in that text relates to

he temperature profile about a spherical void where the surface of
he void was exposed to a uniform heat flux �Eq. �4� of Section
.10 of Ref. �2��.

One modification of the above classical solution is to consider
n encapsulated sphere with a uniform volumetric heat generation
ate, q̇. If the temperature of the sphere is initially equal to that of
he surrounding medium, and if the sphere has a negligible capac-
ty for storing heat �e.g., �c�0�, then the temperature profile in
he encapsulating medium is given by

k2�T�r,�� − T��
q̇a2 =

1

3r�erfc� r − 1

2��
	

− exp�r − 1 + ��erfc� r − 1

2��
+ ��	
 �1�

here a is sphere radius, k2 is the thermal conductivity of the
urrounding medium, r is the dimensionless radial coordinate, and
is the dimensionless time.
The present work expands the classic solution given in Eq. �1�

o include spheres with non-negligible heat capacities. This work
roposes an analytic solution for transient conduction from a
ighly conductive sphere that is encapsulated in an infinite me-
ium. The sphere is heated with a uniform rate of heat generation.
his heat generation could be from electrical resistance heating,
uclear decay, or from an exothermic �or endothermic� chemical
eaction. The transient heat transfer from the sphere is modeled as
function of the ratio of heat capacitance of the sphere to that of

he surrounding material.

roblem Statement
Consider a highly conductive sphere encapsulated in an infinite
edium. The sphere is experiencing a uniform rate of heat gen-

ration. If the thermal conductivity of the sphere is much larger
han the thermal conductivity of the surrounding material, then the
emperature profile of the sphere will be nearly spatially uniform.
hat is, this solution assumes that

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 24, 2006; final manuscript re-
eived May 17, 2007; published online February 4, 2008. Review conducted by

amendra P. Roy.

ournal of Heat Transfer Copyright © 20
k1/k2 � 1

where k is the thermal conductivity. The subscript 1 refers to the
sphere and 2 refers to the surrounding material.

If the sphere is in good thermal contact with the surrounding
material, then the �spatially uniform� temperature of the sphere
will be the same as the temperature of the inner surface of the
surrounding material.

Finally, the temperature profile is assumed to be a transient
function of the radial coordinate. That is, the temperature profile is
assumed to be independent of the tangential and azimuthal coor-
dinates.

With the above assumptions, only the temperature in the sur-
rounding material needs to be modeled. The dimensional diffusion
equation for conduction in the surrounding material is

1

r̂2

�

�r̂
�r̂2�T2

�r̂
	 =

1

�2

�T2

�t
�2�

The initial and boundary conditions imposed on Eq. �2� are

T1�t = 0� = T2�r̂,t = 0� = T�

T2�r̂ = a,t� = T1�t�

lim
r̂→�

T2 = T�

where T� is the far-field temperature.
An energy balance on the sphere yields the following relation:

�4

3
�a3	q̇ + k2�4�a2�� �T2

�r̂
�

r̂=a

= ��c�1�4

3
�a3	dT1

dt
�3�

where a is the sphere radius, q̇ is the volumetric rate of heat
generation in the sphere, �1 is the density of the sphere, and c1 is
the specific heat of the sphere.

Problem Solution
The above equations may be made dimensionless with the fol-

lowing transformations:

r =
r̂

a
� =

�2t

a2 �1��� =
k2�T1 − T��

q̇a2 �2�r,�� =
k2�T2 − T��

q̇a2

Equation �2� in a dimensionless format is

1

r2

�

�r
�r2��2

�r
	 =

��2

��
�4�

The corresponding initial and boundary conditions are

�1�� = 0� = �2�r,� = 0� = 0

�1��� = �2�r = 1,��

lim
r→�

�2 = 0

Finally, Eq. �3� in dimensionless format is

1 + 3� ��2

�r
�

r=1
= C

d�1

d�
�5�

where C is the heat capacitance ratio defined by C= ��c�1 / ��c�2.
Equation �4� may be solved using Laplace transforms with the

following transformed variables: x=r−1 and U�x ,��=r�2. In
terms of these variables, Eq. �4� is

�2U

�x2 =
�U

��
�6�

with initial and boundary conditions of
U�x,� = 0� = 0

FEBRUARY 2008, Vol. 130 / 024502-108 by ASME
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U�x = 0,�� = �1���

lim
x→�

U � O�x1� �7�

inally, Eq. �5� becomes

1 + 3� �U

�x
�

x=0
− 3U�x = 0,�� = C� �U

��
�

x=0
�8�

A solution to Eq. �6� may be obtained using Laplace transforms
ith L�U�x ,���=F�x ,s�. �See Chapter 7 of Ozisik �3� for an over-
iew of Laplace transform methods as applied to heat conduc-
ion.� Substituting this into Eq. �6� with the initial condition yields

d2F

dx2 = sF�x,s� �9�

A general form of a solution to Eq. �9� is

F�x,s� = g�s�e−x�s + h�s�ex�s

he boundary condition imposed by Eq. �7� implies that h�s�=0
r

F�x,s� = g�s�e−x�s �10�

ubstituting this into the Laplace transform of Eq. �8� yields

g�s� =
1

s�Cs + 3�s + 3�
�11�

The temperature profile in the surrounding material is then

�2�r,�� =
1

r
L−1� e−�r−1��s

s�Cs + 3�s + 3�

 �12�

hile the dimensionless temperature of the sphere is

�1��� = L−1� 1

s�Cs + 3�s + 3�



Assuming that C�3 /4, Eq. �12� may be inverted using the sum
f partial fractions. The corresponding value for �2�x ,�� is then

�2�x,�� =
1

3r�erfc� r − 1

2��
	
 �for C � 3/4�

+
1

r

2C�− 3 + �9 − 12C�

�18 − 12C��9 − 12C − 54 + 72C

	exp�− Ra�r − 1� + Ra
2��erfc�− Ra

�� +
r − 1

2��
	

+
1

r

2C�3 + �9 − 12C�

�18 − 12C��9 − 12C + 54 − 72C

	exp�− Rb�r − 1� + Rb
2��erfc�− Rb

�� +
r − 1

2��
	

�13�

here

Ra =
− 3 + �9 − 12C

2C
and Rb =

− 3 − �9 − 12C

2C

There are at least two practical problems with the form of Eq.
13�. First, as � increases Eq. �13� becomes difficult to evaluate.
econd, for values of C
3 /4 the argument used for the comple-
entary error function is complex. Both of these problems may be

olved by using the complex Faddeeva function, w�z� �see, for
xample, Eq. 7.1.3 of Abramowitz and Stegun, Ref. �4��:

2
w�z� = exp�− z �erfc�− iz� �14�

24502-2 / Vol. 130, FEBRUARY 2008
To restate Eq. �14� in terms of the Faddeeva function, use the
complex arguments:

za��� = �− Ra
�� +

r − 1

2��
	i and zb��� = �− Rb

�� +
r − 1

2��
	i

�15�

Substitution of Eqs. �14� and �15� into Eq. �13� yields the dimen-
sionless temperature in terms of the Faddeeva function:

�2�x,�� =
1

3r�erfc� r − 1

2��
	
 �for C � 3/4�

+
1

r

2C�− 3 + �9 − 12C�

�18 − 12C��9 − 12C − 54 + 72C

	exp�− �r − 1�2

4�
	w�za����

+
1

r

2C�3 + �9 − 12C�

�18 − 12C��9 − 12C + 54 − 72C

	exp�− �r − 1�2

4�
	w�zb���� �16�

The software used to calculate the Faddeeva function was cop-
ied from Munoz �5�. This software was checked for accuracy
against selected values of w�z� using Table 7.9 of Ref. �4�.

A short discussion is in order as to why Eq. �16� yields real
values for �2. For C�3 /4 both za and zb are pure imaginary
numbers. Inspection of Eq. �14� will reveal that if z is a pure
imaginary number, then w�z� is a real number.

Conversely, for C
3 /4 zb=−z̄a and

2C�− 3 + �9 − 12C�

�18 − 12Cr��9 − 12C − 54 + 72C

= � 2C�3 + �9 − 12C�

�18 − 12Cr��9 − 12C + 54 − 72C
	

From Eq. �7.1.12� of Ref. �4�, it may be shown that

w�− za���� = w�za����

Hence, Eq. �16� may be shown to be the sum of a complex con-
jugate pair of numbers with

�2�x,�� =
1

3r�erfc� r − 1

2��
	
 �for C 
 3/4� +

1

r
exp�− �r − 1�2

4�
	

	� 2C�− 3 + �9 − 12C�

�18 − 12Cr��9 − 12C − 54 + 72C
w�za����

+ � 2C�− 3 + �9 − 12C�

�18 − 12Cr��9 − 12C − 54 + 72C
w�za����	 �17�

Since the sum of a complex conjugate pair is a real number, it
follows that Eq. �16� results in a real value for �2 when C

3 /4.

Results and Discussion
The implementation of Eq. �16� may be verified by comparing

it with the simpler solutions for three limiting cases of C=0, as C
becomes large, and for steady-state.

Special Case 1: C=0. As discussed above, for the special case
where C=0 the solution may be adapted from Eq. �4� of Section

9.10 of Ref. �2�:
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lim
→0

�2�r,�� =
1

3r
erfc� r − 1

2��
	 −

1

3r
exp�r − 1 + ��erfc��� +

r − 1

2��
	

�18�
The results of Eq. �16� are compared with the special case of
=0 on Fig. 1 at the sphere surface �r=1� and on Fig. 2 at a

istance of one radius into the surrounding material �r=2�. As is
emonstrated in Figs. 1 and 2, for the limiting case of C→0, the
redictions of Eq. �16� model well those of Eq. �18�.

Special Case 2: C→�. As C becomes very large, the surround-
ng material may be modeled as being in a quasisteady state.
nder these circumstances, the temperature profile in the sur-

ounding material may be approximated as

lim
C→�

�2�r,�� �
�1���

r
�19�

ubstituting this relation into Eq. �5� yields the following ordinary
ifferential equation in dimensionless form:

ig. 1 �1„�… for several values of C at moderate times. The
�” symbol represents the predictions of Eq. „21… for C=30.
The steady-state value of � is 1/3.…

ig. 2 �2„r ,�… with r=2 for several values of C. „The steady-

tate value of � is 1/6.…

ournal of Heat Transfer
1 − 3�1 = C
d�1

d�
�20�

The initial condition on Eq. �20� is �1��=0�=0. The solution is
then

lim
C→�

�1��� =
1

3
�1 − exp�−

3�

C
		 . �21�

The predictions of Eq. �16� are compared with those of Eq. �21�
for C=30 on Fig. 1 and for C=300 on Fig. 3. Equation �21� is in
reasonable agreement with Eq. �16� if � is sufficiently low.

Special Case 3: Steady State. The steady-state solution may be
readily shown to be

lim
�→�

�2�r,�� =
1

3r
�22�

Equation �22� should serve as an upper bound for the temperature
profile. Note in Figs. 1 and 2 that for short times, the predicted
temperature profile is well below those of Eq. �22�. However, at
very large times, the results of Eq. �16� slowly approach the
steady-state value predicted by Eq. �22� as is illustrated in Fig. 3.

Conclusion
The temperature profile near a highly conducting sphere en-

closed in an infinite conducting medium has been analytically
determined. This solution considers the effect of the heat capaci-
tance ratio C as well as the dimensionless radial coordinate and
time. This solution has been compared with solutions for three
limiting cases.

Nomenclature
a � radius of the sphere
c � specific heat
C � heat capacitance ratio C=�1c1 /�2c2
k � thermal conductivity
q̇ � heat generation rate �W /m3�
r̂ � dimensional radial coordinate
r � r= r̂ /a
R � see Eq. �13�
s � parameter for Laplace transforms
t � time

T � temperature
U

Fig. 3 �1„�… for several values of C at large times. The “�”
symbol represents the predictions of Eq. „21… for C=300.
� r�2
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w�z� � Faddeeva function, see Eq. �14�
x � r−1

reek
� � thermal diffusivity
� � density
� � dimensionless time, �=�2t /a2

� � �=k2�T−T�� / q̇a2

ubscripts
1 � pertaining to the sphere
2 � surrounding material
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� � far-field value
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imulation of Thermal Transport in
pen-Cell Metal Foams: Effect of
eriodic Unit-Cell Structure
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irect simulation of thermal transport in open-cell metal foams is
onducted using different periodic unit-cell geometries. The peri-
dic unit-cell structures are constructed by assuming the pore
pace to be spherical and subtracting the pore space from a unit
ube of the metal. Different types of packing arrangement for
pheres are considered—body centered cubic, face centered cubic,
nd the A15 lattice (similar to a Weaire-Phelan unit cell)—which
ive rise to different foam structures. Effective thermal conductiv-
ty, pressure drop, and Nusselt number are computed by imposing
eriodic boundary conditions for aluminum foams saturated with
ir or water. The computed values compare well with existing
xperimental measurements and semiempirical models for porosi-
ies greater than 80%. The effect of different foam packing ar-
angements on the computed thermal and fluid flow characteris-
ics is discussed. The capabilities and limitations of the present
pproach are identified. �DOI: 10.1115/1.2789718�

ntroduction
Foams and other highly porous cellular solids have many inter-

sting combinations of physical, mechanical, electrical, and ther-
al properties such as high stiffness, flow permeability, and ther-
al and electrical conductivity along with low specific weight.
any common materials are highly porous in nature. Examples of

uch highly porous natural materials include cork, wood, bones
trabecular and cancellous�, and sponges �1–3�. Current state-of-
he-art manufacturing methods allow foaming of polymers, most

etals and their alloys, ceramics, and graphite. Among the avail-
ble synthetic open porous materials, polymer foams have en-
oyed widespread use in many industrial technologies �3�. Re-
ently, open-cell metal foams have been attracting increased
ttention as multifunctional materials due to their versatility in
bsorbing sound and energy �2�. Open-cell foams have a random
eticulated structure of open polyhedral cells connected by con-
inuous metal ligaments. Due to their highly porous reticulated
ature, open-cell foams with negative Poisson’s ratio �termed aux-
tic foams� have been produced by Lakes �4� and by many others
5� from conventional positive Poisson’s ratio materials. Depend-
ng on the porosity of the cellular materials, a wide range of
pplications is possible. Figure 1 shows the variation of the degree
f openness of the foams and their corresponding application �3�.
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eering Congress �IMECE2006�, Chicago, IL, November 5–10, 2006.
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Open-cell foams have been proposed for many applications
such as porous tissue engineering scaffolds �6,7�, hydrogen stor-
age technologies �8�, thermal control of electronics, catalysis �9�,
solar energy storage �10�, electrochemical cells �11�, and others
�2,12�. The present study is primarily concerned with thermal
management applications. With increased heat dissipation require-
ments for microprocessors �13� and many other electronics sys-
tems, demand for the development of compact heat dissipation
systems continues to increase. Open-cell materials, owing to their
ability to integrate multiple functions, are very attractive as ther-
mal management materials. Many previous investigators have
proposed and analyzed metal foams for possible applications as
heat exchangers �14–16�, heat sinks �17,18�, and heat pipe wicks.

Experimental measurements and numerical modeling to under-
stand the overall, macroscopic thermal and fluid flow characteris-
tics such as effective thermal conductivity, friction factor, and
Nusselt number have been conducted by many previous investi-
gators �15,19–21�. However, not many studies have attempted a
detailed understanding at the pore scale. Some of the available
literature on the microscopic approach to modeling foams is re-
viewed in Ref. �22�. Detailed modeling of pore-scale heat transfer
is necessary for a number of reasons. Resolution of flow and heat
transfer at the pore scale has been found to yield accurate predic-
tions of effective thermal conductivity, pressure drop, and local
heat transfer coefficient. Pore-scale models are also required to
develop closure arguments for macroscopic models �17�. Further-
more, such models allow the investigation of flow and thermal
dispersion effects.

The objective of this work is to extend to lower porosities the
methodology described in our previous work on direct simulation
of heat and fluid flow through open-cell foams �22�. In our previ-
ous work, we proposed a unit-cell body-centered cubic �bcc� ge-
ometry for representing open-cell foams. The detailed simulations
on the foam unit cell were able to predict effective thermal con-
ductivity, friction factor, and interstitial Nusselt number, which
agreed with existing experimental measurements for ��0.94. The
present work examines alternative unit-cell representations for
foams and identifies those which best capture experimental data
on friction factor, Nusselt number, and effective thermal conduc-
tivity as a function of porosity. In the next section, we describe the
foam geometry creation followed by a brief discussion of our
mathematical and computational methodology �22�. Subsequently,
we discuss the predictions obtained, and provide conclusions and
remarks on future work.

Foam Geometry
In this work, we use the same methodology for geometry cre-

ation as discussed in Ref. �22�. The shape of the pore is assumed
to be spherical and spheres of equal volume are arranged accord-
ing to the following three lattice structures: �i� bcc, �ii� face-
centered cubic �fcc�, and �iii� A15 lattice, a geometry similar to
Weaire-Phelan structure �23,24�. The periodic foam unit-cell ge-
ometry is obtained by subtracting the unit-cell cube from the
spheres at the various lattice points, as shown in Fig. 2�a�. The
cross section of the foam ligaments is a set of convex triangles
�Plateau borders�, all of which meet at symmetric tetrahedral ver-
tices �23�. It may be noted that there is a nonuniform distribution
of metal mass along the length of the ligament with more mass
accumulating at the vertices �nodes� resulting in a thinning at the
center of the ligament as experimentally observed in foam
samples by many authors �e.g., Ref. �25��. Figure 2�b� shows
sample open-cell structures formed for three different lattice ar-
rangements.

The distinguishing features of this approach are that �i� the
geometry creation is simple, �ii� it captures many of the important
features of real foams, and �iii� meshing of the geometry is easier
compared to the approach adopted in Ref. �26� for computing

pressure drop.
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athematical Modeling

Flow and Temperature Periodicity for Convective Flow and
eat Transfer Simulation. We first consider the formulation em-

loyed for computing flow and heat transfer through the pores; the
ormulation for computing effective thermal conductivity of foam-
uid mixtures is given in a separate section. We consider a three-
imensional periodic module with a constant translational vector
L� with respect to a flow direction �x axis�, as shown in Fig. 3.
or periodic boundaries, according to Ref. �27�, the velocity and

he pressure at any position r can be written as

ui�r� = ui�r + L� = ui�r + 2L� = ¯

P�r� − P�r + L� = P�r + L� − P�r + 2L� = ¯

t should be noted that there may be other periodic boundaries in
he module, but there is no net inflow through any of these bound-
ries. For flow through periodic unit cells, the pressure gradient
an be divided into two components: �a� periodic component,
p̂ /�xi, and �b� a linearly varying component, ��p̄ /�xi�eL, such
hat �P /�xi= ��p̄ /�xieL,i�+ ��p̂ /�xi�, where, eL,i is the ith compo-
ent of the unit vector in the direction L.

A constant heat flux is imposed on the metal foam surfaces. For
iven heat-flux boundary conditions, the form of the temperature
eld becomes constant from module to module. Thus, the periodic
ondition for the temperature is given by

ig. 1 Applications of porous cellular materials classified by
he type of cellular geometry „adapted from Ref. †3‡…

ig. 2 „a… Schematic representation of foam geometry cre-
tion and „b… sample images of foam geometry created for bcc,

cc, and A15 arrangements of spherical pores

24503-2 / Vol. 130, FEBRUARY 2008
T�r� − Tb�r� = T�r + L� − Tb�r + L� = T�r + 2L� − Tb�r + 2L� = ¯

Here, the bulk temperature Tb is defined as

Tb =

� �
A

�uieL,i�TdA

� �
A

�uieL,i�dA

where A is the area of cross section.

Governing Equations. The governing flow and heat transfer
equations for laminar, periodic, fully developed, incompressible,
steady flow of a Newtonian fluid are �27,28�

�

�xi
��ui� = 0 �1�

�

�xj
��uiuj� = −

�p̂

�xi
+

�

�xj
��

�ui

�xj
�

i

−
�p̄

�xi
eL,i �2�

�

�xi
��uiCpT� =

�

�xi
�k

�T

�xi
� �3�

The above equations are written assuming that the flow is ther-
mally and hydrodynamically fully developed. Though the current
study considers only the laminar flow condition, it can be ex-
tended to fully developed turbulent regimes. In Eq. �3�, the terms
involving �2 /�x2 have been included to account for the large local
streamwise gradients that may occur in periodically fully devel-
oped flows. The �p̄ /�xi term in Eq. �2� is assigned a priori, and
controls the mass flow rate through the module, and hence, the
pore Reynolds number. A no-slip boundary condition is imposed
for the velocities on the bounding walls. As mentioned previously,
a constant heat flux is specified for the energy equation on the
foam surfaces. Details of the mathematical model are available in
Refs. �22,27�, while those on the numerical methods for periodic
flow and heat transfer on unstructured meshes along with the
implementation are outlined in Ref. �28�.

The various periodic unit-cell geometries used in this work
were created using the commercial software GAMBIT �29�. The
geometry was discretized into three-dimensional finite volumes
using hybrid �tetrahedral and hexahedral� elements in GAMBIT by

Fig. 3 Schematic illustration of a periodic domain
specifying the minimum edge length. The finite volume mesh so
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reated was exported to the commercial code FLUENT �30� for flow
nd heat transfer simulations. A second-order upwind scheme was
sed for the convective calculations. A colocated pressure-velocity
ormulation in conjunction with the SIMPLE algorithm was used
or obtaining the velocity fields, and the linearized systems of
quations solved using an algebraic multigrid algorithm. Details
f the numerical method may be found in Ref. �31�. The calcula-
ions were terminated when the �scaled� residual �30� had dropped
elow 10−6 for all governing equations.
Grid-independence tests were performed using the procedures

etailed in Ref. �22�. The calculations reported in this paper were
erformed using approximately 200,000 finite volumes.

esults and Discussion

Effective Thermal Conductivity. The numerical results for ef-
ective thermal conductivity for an aluminum-air system are con-
idered first. The effective thermal conductivity is computed by
umerically solving the conduction heat transfer through both the
etal foam and the interstitial air on a single periodic module. A

iven heat-flux condition is not employed as above; instead, con-
inuity of temperature and heat flux are employed as the interfacial
onditions. Under the periodicity assumption, each module in the
eat flow direction experiences an equal temperature drop. Com-
utations are performed on a periodic module by imposing an
rbitrary temperature drop �T across the periodic module along
he heat flow direction, say, the x axis. The resulting heat transfer
ate at the periodic boundaries is used to obtain the effective ther-
al conductivity of the system using the relation

keff =

−�
Ap

JdA

��TAp/L�
�4�

here J is the diffusion flux vector at the periodic face, dA is the
utward pointing elemental face area vector on the periodic face,
nd Ap is the area of the periodic face. Calculations are performed
sing a modified version of the commercial code FLUENT �30�.
etails of the mathematical model and numerical method are out-

ined in Refs. �22,32�.

ig. 4 Predicted effective thermal conductivity of an alumi-
um foam-air system for a range of porosities. Also plotted are
vailable semiempirical models and experimental
easurements.
Figure 4 shows the calculated effective thermal conductivity for

ournal of Heat Transfer
an aluminum foam-air system as a function of foam porosity. Also
plotted in Fig. 4 are the predictions from the available semiempir-
ical models, and experimental measurements from the literature
�20,21,33,34�. The available experimental effective thermal con-
ductivity measurements for foams cover a porosity range of
0.89���0.98. Paek et al. �21� and Calmidi and Mahajan �33�
reported experimental uncertainties of 12% and 3.6% for the ef-
fective thermal conductivity measurements, respectively. It should
be noted that the bcc and A15 models used in the present work do
not employ any arbitrary parameters to match the experiments.
Also plotted is the theoretical result from Lemlich’s original work
on electrical conductivity of liquid foams �35�. Using a direct
analogy between Ohm’s law and Fourier’s law, we adopt his re-
sults for effective thermal conductivity of metal foams �keff
=ks�1−�� /3�. Details of the Lemlich theory and its implications
are discussed in Ref. �22�. It can be inferred from Fig. 4 that both
A15 and bcc models compare well with the existing literature for
high porosities. The bcc model, as discussed in Ref. �22�, deviates
from experiments for porosities below 0.94 because the foam ge-
ometry ceases to be open celled, and there is an accumulation of
metal mass at the nodes. The predictions of the A15 model match
experiments for porosities ��0.9. However, there are no experi-
mental data for porosities below 0.9, making validation difficult
for high-density foams. In Fig. 4, the predictions from the fcc
model are not plotted because the model underpredicted the ex-
perimental results by a factor of approximately 3.

Pressure Drop and Nusselt Number. We now consider pre-
dictions of the pressure drop and Nusselt number for the fcc and
A15 lattice models. The predictions of the bcc model �22� are also
plotted for comparison. As noted above, a constant heat-flux
boundary condition is imposed on the ligament walls for all the
cases considered. Hence, heat conduction through the foam liga-
ments is not modeled. Constant temperature boundary conditions
may be alternatively employed on the foam walls; the predicted
Nusselt numbers under those conditions would differ somewhat
from those predicted with the constant flux conditions employed
in this study �27�.

Figure 5 shows the results for the friction factor calculated for
an aluminum foam-air system from the numerical simulations
based on the fcc and A15 modules. Also plotted are the experi-
mental correlations from Refs. �21,36�. Paek et al. reported the

Fig. 5 Predicted friction factor as a function of modified Rey-
nolds number „ReK=Red„	K /D……. Results for the A15 lattice are
plotted in red with symbols corresponding to the porosity
range: 0.8<�<0.96. The fcc „0.83<�<0.95… and bcc „�>0.94…
†22‡ results are shown in green and blue, respectively. Also,
experimental correlations from Refs. †21,36‡ are plotted.
repeatability error for the measurement of pressure drop to be 3%

FEBRUARY 2008, Vol. 130 / 024503-3
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or foam samples of porosity 0.89���0.97. The porosity range
onsidered by Vafai and Tien was 0.94���0.97. Furthermore,
esults for a bcc model from our previous work �22� are also
lotted in the figure. The permeability of the foam was calculated
sing the expression K=−��umean� / ��p̄ /�xi�, where umean was ob-
ained for specified inlet mass flow rate in the Darcy regime �Re

10�. The friction factor shown in Fig. 5 is defined as

f =
�− �p̄/�xi�	K

�umean
2 �5�

he predicted friction factors from all the three models �bcc, fcc,
nd A15� compare well with the experimental correlations for
orosities ��0.88 and deviations for both the fcc and A15 are
bserved for porosities �0.88. It should be noted that the fcc
odel overpredicts the friction factor compared to the A15 model.
The Nusselt number for the foam was also calculated for the

ifferent cases considered and is defined as

NuD =
hD

kf
=

q�D

kf�T̄s − Tb�
�6�

n the above equation T̄s is the averaged temperature of the foam.
n Fig. 6, the predicted local Nusselt number for the fcc and A15
attices is plotted as a function of �PeD / �1−���1/2, where the

odified Peclet number �PeD� is RedPr. This x-axis scale is ob-
ained by balancing the convective and axial diffusive fluxes. It

ay be noted that predictions from the A15 model compare well
ith those from the bcc model for ��0.86 and with experimental

orrelation from Calmidi and Mahajan �22,33�. Also, plotted are
xperimental correlation from Calmidi and Mahajan �33�. For
ower porosities ��0.86�, the local Nusselt number based on the
ermeability decreases due to the decrease in the permeability of
he porous medium.

onclusions
This paper presents an approach for the modeling of open-cell

oam geometries for porosities ��0.8. The distinguishing feature

ig. 6 Predicted Nusselt number as a function of square root
f Peclet number. Results for the A15 lattice are plotted in red
ith symbols corresponding to the porosity range: 0.8<�
0.96. The fcc „0.83<�<0.95… and bcc „�>0.94… †22‡ results are

n green and blue, respectively. Please refer to Fig. 5 for the
egend.
f this approach is that no adjustable geometric parameters were

24503-4 / Vol. 130, FEBRUARY 2008
used to match the experiments, unlike in previous published work.
The fcc and A15 unit-cell models, along with the bcc model con-
sidered previously �22�, are shown to predict friction factor and
Nusselt number values, which are in good agreement with avail-
able experimental and semianalytical results.

The bcc and A15 models also predict thermal conductivity rea-
sonably well. The predictions from the A15 model compared well
with available range of experimental thermal conductivity mea-
surements ���0.89� and bcc model predictions; the fcc model
predictions for effective thermal conductivity showed greater de-
viations from the available measurements. Based on the results,
there is a clear need for experimental results at foam porosities
below 0.89. For convective flow calculations, the predicted fric-
tion factor and local Nusselt number from both fcc and A15 mod-
els compare well with our previous �bcc� model and with avail-
able experimental results for ��0.86. The accuracy of the
pressure drop and Nusselt number predictions depends on how
well the unit-cell representation captures the surface-to-volume
ratio of the real foam. On the other hand, the effective thermal
conductivity depends strongly on capturing the ligament resis-
tance correctly, and would require an accurate representation of
the ligament cross-sectional area-to-length ratio. An evaluation of
unit-cell models along these lines would benefit from the charac-
terization of actual foams for a range of porosities and manufac-
turing techniques.
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Nomenclature
a � edge length of the unit cell, m
A � area, m2

Cp � specific heat capacity, J kg−1 K−1

D � diameter of the pore, m
Da � Darcy number

f � friction factor
h � heat transfer coefficient, W m−2 K−1

J � diffusion flux vector, m2 s−1

K � permeability, m2

k � thermal conductivity, W m−1 K−1

L � length of the periodic module, m
Nu � Nusselt number
q� � heat flux, W m−2

Pr � Prandtl number
Pe � Peclet number
R � radius of the pore, m

Re � Reynolds number
s � center-to-center distance, m
T � temperature, K
t � time, s

u ,v ,w � velocities along x ,y ,z directions, m s−1

V � volume, m3

x ,y ,z � Cartesian coordinates

Greek Symbols
� � thermal diffusivity, m2 s−1

� � porosity
� � dynamic viscosity, kg m−1 s−1

� � density, kg m−3

Superscript
- � average or mean

Subscripts
b � bulk
bc � body center
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D � Darcian
eff � effective

f � fluid
in � inlet

int � intersection
K � permeability
s � solid

sa � surface area
sc � spherical cap
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he effect of precursory cooling on conduction-controlled rewet-
ing of both slab and solid cylinder is analyzed by the heat bal-
nce integral method. A constant heat transfer coefficient is as-
umed in the wet region behind the wet front, while an
xponentially decaying heat flux is assumed in the dry region
head of the wet front. The physical problem is characterized by
wo dimensionless constants describing the extent of precursory
ooling and three dimensionless numbers, namely, Peclet number,
iot number, and the nondimensional temperature. Results of the
resent solution are found to be in good agreement with other
nalytical solutions obtained through the Weiner–Hopf technique
nd the separation of variables as well as with the published
xperimental data for different coolants over a varied range of
oolant flow rate. It is seen that precursory cooling increases the
ewetting velocity particularly at higher flow rates. If it is ne-
lected, the model grossly underpredicts the quench velocities.
DOI: 10.1115/1.2787021�

eywords: integral method, rewetting, quench front, precursory
ooling, conduction controlled

Introduction
When a hot surface is brought into contact with a liquid me-

ium, often an intermediate vapor film forms between the solid
nd liquid and lowers the rate of heat transfer between them. The
stablishment of a solid liquid contact due to the collapse of vapor
lm during gradual cooling is known as rewetting. This phenom-
non is of great importance in the cooling of reactor cores after a
oss of coolant accident, cryogenic systems, metallurgical pro-
esses, etc. For the rewetting analysis, various one-dimensional
nd two-dimensional models have been developed to correlate
xperimental data at varied ranges of coolant flow rates. Conduc-
ion models based on a one-dimensional assumption have success-
ully correlated the experimental data at lower flow rates. How-
ver, the two-dimensional models that assume an adiabatic
ondition in the dry region ahead of the wet front have been
artially successful in correlating the experimental data at higher
ow rates. This is due to the fact that at higher flow rates, part of
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the coolant is sputtered away as droplets, which come into contact
with surfaces and cause precooling of dry surface ahead of the wet
front �Fig. 1�. Consequently, the heat transfer from the hot surface
takes place by convection and radiation to the surrounding
droplet-vapor mixture and also due to direct impingement of small
water droplets. This mode of cooling, termed as precursory cool-
ing, is found to strongly influence rewetting velocity.

A large number of theoretical and experimental investigations
�1–15� have been conducted on the rewetting of hot surfaces. In
modeling the precursory cooling, either a constant coefficient for
heat transfer �12–14� or a variable coefficient for heat transfer �1�
or a variation of heat flux �7–9� ahead of the wet front has been
considered. In the case of constant heat transfer, the highest heat
flux from the wall occurs at the farthest location in the down-
stream direction of the quench front, which is physically unreal-
istic. However, if a variation of heat transfer ahead of the quench
front is considered, the knowledge of the variation of temperature
of the droplet-vapor mixture Ta with distance is necessary. This is
difficult to obtain in a real situation. In this context, the variable
heat flux model is more convenient and is considered here. The
analytical models �7–9� employ either a separation of variables
method or the Weiner–Hopf technique to solve the conduction
equation with precursory cooling. Recently, Sahu et al. �16� pre-
sented a comprehensive analysis of rewetting, employing the heat
balance integral method �HBIM�. Though precursory cooling was
ignored, the model exhibited an excellent agreement with experi-
mental data covering a wide range, particularly at low coolant
flow rates. Encouraged by the success of this model, it is extended
in the present work to include the effect of precursory cooling.
Analysis has been done for two-dimensional planar and cylindri-
cal geometries. The present results agree very well with the earlier
analytical results and a exhibit good agreement with published
experimental data.

2 Physical Model
Figure 1 schematically depicts the falling film rewetting of a

two-dimensional slab or a rod of infinite length. The assumptions
common in the conduction-controlled rewetting modeling are pre-
sented elsewhere �16�. Additionally, an exponentially decaying
heat flux of the form q̄= �Q0 /N�exp�−dx̄� is assumed ahead of the
quench front. Suitable values of rewetting temperature, heat trans-
fer coefficient, and solid length influenced by precursory cooling
d are kept constant a priori with an adjustable magnitude of pre-
cursory cooling �N� �1,7�.

2.1 Mathematical Formulation. The conduction equation
valid both for rectangular Cartesian and cylindrical polar coordi-
nate systems �Fig. 1� can be written in a generalized form pre-
sented below,

1

r̄n

�

�r̄
�r̄n�T

�r̄
� +

�2T

�x̄2 =
�C

K

�T

�t
0 � r̄ � b − � � x̄ � � t � 0

n = �0 for a Cartesian geometry, with r̄ � ȳ, b � �

1 for a cylindrical geometry
	 �1�

The following normalized variables are defined:

x �
x̄

�
r �

r̄

b
a � d� Pe �

�Cub

K
Bi �

hb

K

� �
T − Ts

�1 �
Tw − T0 �2�
T0 − Ts T0 − Ts
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tilizing Eq. �2� and the quasi-steady-state assumption ��T /�t=
u�T /�x̄�, Eq. �1� yields

1

rn �rn�r�r + �xx + Pe�x = 0 �3�

ubject to boundary conditions given by

ig. 1 Schematic diagram of top flooding with precursory
ooling of hot surfaces of a two-dimensional object
j = a − Pe M = Bi/�1 + Bi/3� Z2 = �2/3�Z1

24504-2 / Vol. 130, FEBRUARY 2008
�r =


0 r = 0 �4a�

�− � � x � 0�
− Bi�i r = 1 �4b�


0 r = 0 �4c�
�0 � x � ��

�− Bi/N�exp�− ax� r = 1 �4d�

� = �1 r = 1 x = 0 �4e�
�i r = 1 �− � � x � + �� �4f�

� = �0 x → − � �4g�
1 + �1 x → + � �4h�

2.2 Solution Procedure. Assuming a temperature profile in
the transverse direction, the energy equation can be integrated as
follows:

�
0

1 � 1

rn �rn�r�r + �xx + Pe�xrndr = 0 �5�

and �̄ can be defined as

�̄ =�
0

1

�rndr �6�

This gives a single ordinary differential equation valid for both
wet and dry regions,

�̄xx = Pe�̄x + �rn�̄r�r=1 − �rn�̄r�r=0 = 0 �− � � x � + �� �7�
At this juncture, we have selected a simple yet generalized tem-
perature profile as a function of transverse coordinates containing
three unknown parameters �, 	, and 
. The general solution of the
problem for both Cartesian and cylindrical geometries based on
this profile is as follows:

� = �r−n + 	r + 
r�2−2n� �8�
Combining Eqs. �7� and �8� and employing boundary conditions
given by Eqs. �4a�–�4h� yield
��x� = 
exp�0.5Pe��1 + 4M/Pe2�1/2 − 1�x� �− � � x � 0�

1 + �1�1 − exp�− Pex�� +
Bi

3N

�Z1 − ja�
ja

exp�− Pex��exp�− jx� − 1� �0 � x � �� � �9�
pplying the continuity of heat flux at x=0 to Eq. �9�, the follow-
ng expression for the dimensionless wet front velocity is ob-
ained:

�1 =
0.5

Pe
���Pe2 + 4M�1/2 − Pe� +

Z2Bi

Na
−

2Bia

3N
+

2BiPe

3N
	

�10�

here
Z1 = �3 for a Cartesian geometry

6 for a cylindrical geometry
	 �11�

3 Results and Discussion
The physical problem can be expressed by two dimensionless

constants �d ,N� and three dimensionless numbers �Pe, Bi, and �1�
irrespective of geometry �slab/cylinder�. Previous researchers

�1,7� also reported expressions involving these five parameters.
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owever, different functional forms were obtained. The five-
arameter relationship for small Peclet numbers obtained from a
wo-dimensional analysis �7� is expressed as

Pe = F − A1/F �12�
here

F = f�Bi,N,a,�1� A1 = 3Bi/�1 + 3Bi� �13�
o avoid repetition, elaborations are made for a two-dimensional
lab geometry. It is interesting to note that the value of A1 ob-
ained by Dua and Tien �7� shown in Eq. �13� is exactly the same
s M �effective Biot number� defined in Eq. �11� of the present
BIM solution. In all the models �1,7–9�, the parameter N is
efined as the magnitude of precursory cooling, which depends on
he flow rate. When the coolant flow rate increases, the number of
oolant droplets increases in the sputtering region. Consequently,
he heat transfer from the hot surface increases, yielding a stron-
er precursory cooling. Therefore, N decreases with increasing
oolant mass flow rate. Previously, a correlation was proposed �7�
ith N and flow rate as N= �160 /��+1. It suggests that N should

end to 1 for high flow rates. This trend is observed in the present
olution as well. A comparison of nondimensional temperatures
�1� predicted by the method of separation of variables �8�, the

iener–Hopf technique �9�, and the HBIM for various Pe is
hown in Table 1. Results obtained by HBIM are in good agree-
ent with the reported analytical results for low values of both Pe

nd N.
In the literature, most of the top flooding experiments have

een conducted for rods over a varied range of coolant flow rate.
n most of the cases, water has been used as the coolant under
tmospheric condition. In these experiments, a precise estimation
f the heat transfer coefficient �Biot number� has not been men-
ioned. Various theoretical models have been developed for top
ooding of slabs and rods with precursory cooling �1,7,15�. Most
f the theoretical models consider an approximate Bi to solve
onduction equations. In the present analysis, we are able to for-
ard a unified five-parameter relationship for conduction-

ontrolled rewetting with precursory cooling for two different ge-

Table 1 A comparison of the nondimensiona
analytical techniques for Bi=0.5 and a=0.0
Wiener–Hopf technique.

N→�
Pe 6.144 3.113 0.8777

SV 0.05 0.1 0.5
WH 0.05006 0.09997 0.5001
HBIM 0.011 0.042 0.398

N=100
Pe 27.16 13.33 2.64

SV 0.05 0.1 0.5
WH 0.04999 0.09992 0.5001
HBIM 0.03907 0.07909 0.4385

N=10
Pe 296.3 122.6 21.26

SV 0.05 0.1 0.5
WH 0.04941 0.0997 0.5003
HBIM 0.05042 0.09826 0.48798

N=1
Pe 4989 287.8

SV 0.1 0.5
WH 0.1001 0.5001
HBIM 0.1867 0.5141
metries. In this model, Bi, nondimensional temperature �1, and

ournal of Heat Transfer
exponent in the decay of precursory cooling d are kept constant a
priori with an adjustable value of N for comparison with the ex-
perimental results.

The present predictions are compared with the experimental
data taken from various sources with different wall thicknesses, as
shown in Figs. 2�a�–2�c�. The experimental data are taken from a
water–stainless steel pair, considering water as the coolant. It is
observed that the value of N and d have been obtained with the
knowledge of variation of heat flux in the dry region ahead of the
quench front for a nitrogen-copper pair �4�. However, the detailed
information on the variation of heat flux in the dry region ahead of
the wet front for a water-stainless pair is not available in the
literature. In the present prediction, the value of d is taken as
0.05 cm−1 for comparing the experimental results in Figs.
2�a�–2�c�. A similar value was adopted in earlier studies �1,7� as
well. However, while comparing against experimental data �Fig.
3�, for a nitrogen-copper pair, a d of 0.079 cm−1 was employed by
Dua and Tien �4�; a similar value is considered in the present
study as well and the comparison is presented in Fig. 3. Previ-
ously, other researchers �1,7� have followed the same procedure to
compare their model with the experimental data. It may be noted
that the experimental data are from various sources and for differ-
ent dry wall temperatures and wall thicknesses. They also cover a
wide variation of coolant flow rate and coolant type. Nevertheless,
the extremely good agreement between the HBIM prediction Eq.
�10� and the data set establishes the strength of the method.

4 Conclusions
In the present investigation, HBIM has been applied to analyze

the conduction-controlled rewetting with precursory cooling. A
unified solution comprising a five-parameter relationship is ob-
tained for two different geometries, namely, two-dimensional slab
and rod. The predicted results show an excellent agreement with
the previously reported experimental and analytical results. It is
observed that the extent of precooling increases with increasing
mass flow rates. At large mass flow rates, the wet front velocity is
indeed high, and a one-dimensional analysis of precursory cooling

emperature „�1… obtained by HBIM and other
SV: Separation of variables method, WH:

.5182 0.1305 0.0678 0.01402

5 10 50
4.98 9.978 49.97

.89 4.541 9.169 46.197

.375 0.3165 0.1645 0.03388

5 10 50
.001 5 9.949 49.94
.91936 4.7957 9.5916 48.3468

0.45 2.069 1.042 0.2125

5 10 50
.001 5.005 10.01 49.99
.9775 4.9416 9.9165 49.69

19.4 20.66 10.16 2.009

5 10 50
.9979 5.007 10.01 50.05
.0042 5.0079 10.0133 50.0394
l t
05.

0

1
1
0

1

1
1
0

1

1
1
0

1

1
0
1

becomes inadequate. A better agreement is obtained by adopting a
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wo-dimensional analysis. It is concluded that precursory cooling
ay strongly enhance the rewetting rate, while neglecting it leads

ig. 2 Comparison of predicted wet front velocity with experi-
ental results of „a… Duffey and Porthouse †3‡ with wall thick-
ess of 0.05 cm, „b… 0.085 cm, and „c… Yamanouchi †2‡ with wall

hickness of 0.1 cm
o an underprediction of the rewetting velocity. The complexities

24504-4 / Vol. 130, FEBRUARY 2008
of the heat transfer mechanism from the dry wall ahead of the wet
front to the surrounding droplet-vapor can be successfully mod-
eled by using HBIM.

Nomenclature
A1 � defined in Eq. �13�
a � dimensionless exponent d�
b � radius of cylinder

Bi � Biot number
C � thermal capacitance, J/kg°C
d � exponential power in Fig. 1
F � defined in Eq. �13�
h � heat transfer coefficient, W /m2°C
j � defined in Eq. �11�

K � thermal conductivity, W/m°C
M � effective Biot number defined in Eq. �11�
N � magnitude of precursory cooling
n � constant defined in text

Pe � Peclet number, defined in Eq. �2�
Q0 � heat flux at the wet front, h�T0-Ts�

T � temperature, °C
Ta � temperature of the droplet-vapor mixture
T0 � rewetting or sputtering temperature, °C
Ts � saturation temperature, °C
Tw � initial temperature of the dry surface, °C

t � time, s
u � wet front velocity, m/s

x̄ , ȳ , r̄ � length coordinates, m
x ,y ,r � dimensionless length coordinates
Z1 ,Z2 � constant defined in Eq. �11�

Greek Symbols
� ,	 ,
 � constants defined in the text

� � wall thickness, m
� � nondimensional temperature defined in Eq. �2�

�1 � nondimensional temperature parameter defined
in Eq. �2�

�̄ � nondimensional temperature integral defined in
Eq. �6�

�i � nondimensional surface temperature
� � flow rate per unit perimeter g/cm s

3

Fig. 3 Comparison of predicted wet front velocity with experi-
mental results of Dua and Tien †4‡ „wall thickness of 0.108 cm…
� � density, kg /m
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ubscripts
x ,r � derivatives with respect to x and r,

respectively.
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iscussion: “Effects of Various
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ackground Information
In a series of articles, Jang and Choi �1–3� listed and explained

heir effective thermal conductivity �keff� model for nanofluids.
or example, in the 2004 article �1�, they constructed a keff corre-

ation for dilute liquid suspensions interestingly, based on kinetic
as theory as well as nanosize boundary-layer theory, the Kapitza
esistance, and nanoparticle-induced convection. Three mecha-
isms contributing to keff were summed up, i.e., base-fluid and
anoparticle conductions as well as convection due to random
otion of the liquid molecules. Thus, after an order-of-magnitude

nalysis, their effective thermal conductivity model of nanofluids
eads

keff = kf�1 − �� + knano� + 3C1
df

dp
kf Redp

2 Pr � �1�

here kf is the thermal conductivity of the base fluid, � is the
article volume fraction, knano=kp� is the thermal conductivity of
uspended nanoparticles involving the Kapitza resistance, C1=6

106 is a constant �never explained or justified�, df and dp are the
iameters of the base-fluid molecules and nanoparticles, respec-
ively, Redp

is a “random” Reynolds number, and Pr is the Prandtl
umber. Specifically,

Redp
=

C̄RMdp

�
�2�

here C̄RM is a random motion velocity and � is the kinematic
iscosity of the base fluid.

Jang and Choi �3� claimed that they were the first to propose
rownian motion induced nanoconvection as a key nanoscale
echanism governing the thermal behavior of nanofluids. How-

ver, they just added a random term to Eq. �1�, actually quite
mall in magnitude for certain base liquids, although enhanced by
he large factor 3 C1=18�106, while, independently, in the same
ear, Koo and Kleinstreuer �4� proposed their effective thermal
onductivity model, based on micromixing induced by Brownian
otion, followed by Prasher et al. �5� and others �see review by

ang and Choi �3��.
However, it should be noted that the validity of the different

rigins for the unusual thermal effect of nanofluids has been ques-
ioned �see Evans et al. �6� and Vladkov and Barrat �7�, among
thers� as well as the actual keff increase as reported in experimen-
al papers �see Venerus et al. �8� and Putnam et al. �9�, among
thers�. Controversies arose from using different experimental

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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techniques �e.g., transient hot wire versus optical methods� and
from phenomenological models relying more on empirical corre-
lations rather than sound physics and benchmark experimental
data.

In 2006, Jang and Choi �2� changed the thermal conductivity
correlation slightly to

keff = kf�1 − �� + kp�� + 3C1
df

dp
kf Redp

2 Pr �3�

where the volume fraction term � is now missing in the last term.
Most recently, Jang and Choi �3� tried to explain more clearly the
modeling terms they had proposed. Their present thermal conduc-
tivity model reads

keff = kf�1 − �� + kp�� + 3C1
df

dp
kf Redp

2 Pr � �4�

Parameter Analysis
In the 2006 article �2�, the random motion velocity, which is

used to define the Reynolds number �see Eq. �2��, was defined as

C̄RM =
2D0

lf
�5a�

while in the 2007 article �3�, the authors changed the random
motion velocity to

C̄RM =
D0

lf
�5b�

where D0=�bT /3��dp is the diffusion coefficient given by Ein-
stein �10�, and lf is the mean free path of the �liquid� base fluid.
The mean free path of the base fluid is calculated from Kittel and
Kroemer �11�, which deals only with transport properties of ideal
gases �see their Chap. 14�:

lf =
3kf

c̄ĈV

�6a�

where c̄ is the mean molecular velocity, and ĈV is the heat capac-
ity per unit volume. Although Eq. �6a� is certainly not applicable
to liquids, the mean free path for �ideal� gases can also be written
as

lf =
3kf

�cvc̄
�6b�

with cv being the thermal capacity at constant volume, where

�cv� ĈV.

Model Comparisons
According to the parameters Jang and Choi �3� provided and

the terms they explained, the effective thermal conductivities of
CuO-water and Al2O3-water nanofluids were calculated and com-
pared. Figures 1 and 2 provide comparisons of Jang and Choi’s
2007 model �3� with the experimental data sets of Lee et al. �12�
for CuO-water and Al2O3-water nanofluids, respectively. Two ran-

dom motion velocities C̄RM were compared, where the dashed line
relates to Eq. �5a� while the solid line is based on Eq. �5b�.
Clearly, these comparisons do not match the results given by Jang
and Choi �3� in their Fig. 2, unless new matching coefficients in
the third term of Eq. �4� are applied. Specifically, the first two
terms contribute very little, i.e., �i=1

2 termi /kf �0.99. Is the contri-
bution of the particle’s thermal conductivity really that small?
Many researchers indicated that the higher thermal conductivity of
the nanoparticles is a factor in enhancing the effective thermal
conductivity �Hong et al. �13�, Hwang et al. �14��. It has to be
stressed that all the data comparisons are based on the thermal
properties provided by Jang and Choi �3� in Table 1. However,

thermal conductivity values found in the literature indicated

FEBRUARY 2008, Vol. 130 / 025501-108 by ASME
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2.9 W /m K for CuO �Wang et al. �15�� and, for Al2O3, a range
f 18–35 W /m K depending on the purity, i.e., 94–99.5%.1 When
sing the more reasonable particle thermal conductivity values in
he model of Jang and Choi �3�, only small differences were ob-
erved.

Now, in contrast to water, if the base fluid is changed to ethyl-
ne glycol �EG�, the third term in Eq. �4� is suddenly of the order
f 10−6, i.e., it does not contribute to the effective thermal con-
uctivity when compared to the first two terms �10−1 and 10−3�.
he nondimensionalized effective thermal conductivity of
uO-EG nanofluids is about 0.99 for all volume fraction cases,
hile for Al2O3-EG nanofluids, keff /kf is slightly higher at ap-
roximately 1.015. Both graphs are well below the experimental

1http://www.accuratus.com/alumox.html

ig. 1 Comparison of the experimental data „Lee et al. †12‡… for
uO-water nanofluids with Jang and Choi’s †3‡ model for differ-
nt random motion velocity definitions

ig. 2 Comparison of the experimental data „Lee et al. †12‡… for
l2O3-water nanofluids with Jang and Choi’s †3‡ model for dif-
erent random motion velocity definitions

25501-2 / Vol. 130, FEBRUARY 2008
data of Lee et al. �12�, as shown in Fig. 3. The larger EG viscosity
provided a much smaller Reynolds number, which almost elimi-
nates the third term.

For the experimental result of Das et al. �16�, Jang and Choi �3�
compared their model for Al2O3 particles with a volume fraction
of 1% in their Fig. 7. Considering the temperature influence on the
thermal characteristics of base fluid �water�, Fig. 4 provides again

an updated comparison. If we consider C̄RM=2D0 / lf, indicated
with the dashed curve, the model shows a good agreement in the
lower temperature range; however, the model prediction fails
when the temperature is higher than 40°C. Figure 5 shows the
comparison of Jang and Choi’s model with the experimental data
of Das et al. �16� when the volume fraction is 4%. Clearly, their
model does not match the experimental results well.

Fig. 3 Comparison of the experimental data „Lee et al. †12‡… for
Al2O3-EG and CuO-EG nanofluids with Jang and Choi’s †3‡
model

Fig. 4 Comparison of the experimental data „Das et al. †16‡…
for 1% Al2O3-water nanofluids with Jang and Choi’s †3‡ model

for different random motion velocity definitions
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On June 14, 2007, Choi responded to the analysis presented so
ar. Specifically, he provided the following new information:

• Number-weighted diameters �24.4 nm for Al2O3 and
18.6 nm for CuO� were replaced with the area-weighted di-
ameters �38.4 nm for Al2O3 and 23.6 nm for CuO�,

• the random motion velocity C̄RM=D0 / lf was selected, and
• new proportionality constants, i.e., C1=7.2�107 for water

and C1=3.2�1011 for EG, were recommended.

Thus, employing the new information, Figs. 6 and 7 now re-
lace Figs. 3–5, respectively. The Jang and Choi �3� model
chieved a good match with the new numerical values for CuO-
ater nanofluids and Al2O3-water nanofluids �not shown�. How-

ver, when using EG-based nanofluids, the model still cannot pro-

ig. 5 Comparison of the experimental data „Das et al. †16‡…
or 4% Al2O3-water nanofluids with Jang and Choi’s †3‡ model
or different random motion velocity definitions

ig. 6 Comparison of the experimental data „Lee et al. †12‡… for
l2O3-EG and CuO-EG nanofluids with Jang and Choi’s †3‡
odel „new proportionality constant and new particle diam-
ters are applied…

ournal of Heat Transfer
vide a good match even for the very large proportionality constant
of C1=3.2�1011 �see Fig. 6�. When compared with the experi-
mental data of Das et al. �16�, as shown in Fig. 7 for a volume
fraction of 1%, the model generates a decent data match, which is
not the case when the volume fraction reaches 4%.
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Erratum: “Optimally Staggered Finned Circular and Elliptic Tubes
in Turbulent Forced Convection”

†Journal of Heat Transfer, 2007, 129„5…, pp. 674–678‡
R. L. S. Mainardes, R. S. Matos, J. V. C. Vargas, and J. C. Ordonez
he original paper reported a heat transfer gain of up to 80% of the optimized elliptical tubes arrangement with respect to the optimized
ircular one. In fact, the actual heat transfer gain found experimentally is up to 23% only. Therefore corrections are needed in the paper,
s follows.

�1� Abstract: correct to “…A relative heat transfer gain of up to 23% �Re2b=10,600�. . .” and “…A relative heat transfer gain of 23%
s. . . .”

�2� Section 4 Results and Discussion:

�i� Correct Eq. �10� to “q̃*,mmm=1299.5+0.47003 Re2b+0.000034064 Re2b
2 , R=0.99053”

�ii� Correct the 7th paragraph to: “In sum, a heat transfer gain of up to 23% was observed. . . .”
�3� Section 5 Conclusions: correct the 2nd paragraph to “…The three-way optimized elliptic arrangement exhibits a heat transfer gain

f up to 23% relative to. . . .”
�4� Figures 3 and 4 need to be replaced by the following ones with the corrected results.

Fig. 3 „a… Two-way optimization of finned circular arrangements with respect to tube-to-tube and
fin-to-fin spacing and „b… three-way optimization of finned arrangements with respect to tube-to-tube
spacing, eccentricity and fin-to-fin spacing
Fig. 4 The three-way maximized dimensionless heat transfer rate with respect to Re2b

ournal of Heat Transfer FEBRUARY 2008, Vol. 130 / 027001-1Copyright © 2008 by ASME
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